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Abstract. Let f : U Ď Rm Ñ QQp`2q be of Sobolev class W 1,p, 1 ă p ă 8.
If f almost minimizes its p Dirichlet energy then f is Hölder continuous. If

p “ 2 and f is squeeze and squash stationary then f is in VMO.

1. Introduction

We let `2 denote the usual infinite dimensional separable Hilbert space. For any
positive integer Q, let QQp`2q denote the space of unordered Q-tuples of elements
in `2. Thus QQp`2q is the quotient of p`2q

Q under the action of the symmetric
group given by

σ ¨ pu1, . . . , uQq ÞÑ puσp1q, . . . , uσpQqq.

The equivalence class of pu1, . . . , uQq will be denoted throughout u “ ‘
Q
i“1rruiss.

The distance between two points u “ ‘
Q
i“1rruiss and v “ ‘

Q
i“1rrviss in QQp`2q is

defined by

G pu, vq “ min
σPSQ

g

f

f

e

Q
ÿ

i“1

}ui ´ vσpiq}2. (1)

For the sake of simplicity, we will often use the notation

|u| :“ G pu,Qrr0ssq.

If e1, . . . , em is an orthonormal basis of Rm, then

xA,By :“
m
ÿ

i“1

xApeiq, Bpeiqy

defines a scalar product in HompRm, `2q, which is independent of the choice of

e1, . . . , em. The induced norm }A}HS “
a

xA,Ay is the Hilbert-Schmidt norm of

A. Whenever D “ ‘
Q
i“1rrDiss P QQpHompRm, `2qq is a unordered Q-tuple of linear

maps, we define D :“

g

f

f

e

Q
ÿ

i“1

}Di}
2
HS.

We refer to [4] for the definition of multiple valued Sobolev space W 1
p pU,QQp`2qq,

U Ď Rm open and 1 ă p ă 8. We merely mention that each f P W 1
p pU,QQp`2qq

is approximately differentiable almost everywhere, its approximate differential Df
being itself a Q-valued map Rm Ñ QQpHompRm, `2qq. The p-energy of f is

Eppf, Uq :“

ˆ
ż

U

Dfp

˙1{p

ă 8.

Existence of minimizers of the p-energy for the Dirichlet problem with Lipschitz
boundary data is established in [4]. In the present paper we prove their (interior)
Hölder continuity. In fact we work in the more general setting of almost minimizers

1
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which we now recall. Let ω : r0, 1s Ñ R` be a monotone increasing function with
ωp0q “ lim

rÓ0`
ωprq “ 0. Such a ω will be referred to as a modular function. For

1 ă p ă `8 and an open set U Ď Rm, we say that u P W 1
p pU,QQp`2qq is a

pω, pq-Dir-minimizing function, if for any ball Bpx, rq Ď U ,

Eppu,Bpx, rqq ď p1` ωprqqEppv,Bpx, rqq, (2)

whenever v P W 1
p pBpx, rq,QQp`2qq and traceu|Bpx,rq “ trace v|Bpx,rq. When ω “ 0

we simply call u a p-Dir-minimizing function. Our first result is the following.

1.1. Theorem. — For any modular function ω, there exists δ “ δpp,m, ω,Qq P
p0, 1q such that any pω, pq-Dir-minimizing function u P W 1

p pU,QQp`2qq is Hölder
continuous in U with an exponent δ. Moreover, for any ball Bpx, 2rq Ď U ,

}u}CδpBpx,rqq ď Crp´mEppu,Bpx, 2rqq. (3)

The Hölder continuity of 2-Dir-minimizing function into QQp`
n
2 q, i.e. when the

target space is finite dimensional, was first proved by F.J. Almgren in his seminal
work [1] and proved again by C. De Lellis and E. Spadaro [2] [3] very recently. In
order to establish our result we define comparison maps by means of homogeneous
extensions of the local boundary data (Lemma 2.1) and an interpolation procedure
(Theorem 3.1) inspired by S. Luckhaus [5].

The Dir-minimizing property of f leads to stationarity with respect to domain
and range variations: We say f is, respectively, squeeze and squash stationary.
When Q ě 2 the squeeze and squash stationarity of f does not imply that it
locally minimizes its energy. Thus the above regularity result does not apply to
stationary maps. Here we assume p “ 2 and we contribute the VMO regularity
of squeeze and squash stationary maps f P W 1

2 pU ; QQp`2qq, Proposition 8.3. We

observe that the measure µf : A ÞÑ

ż

A

Df2 is m ´ 2 monotonic, i.e. that

r ÞÑ r2´mµf pBpx, rqq is nondecreasing, x P U . We also notice, as other authors
have, that the monotonicity of frequency, established by F.J. Almgren, depends
solely upon the stationary property of f . This in turn shows that Θm´2pµf , xq “
0 for all x P U , which implies VMO via the Poincaré inequality. Furthermore
lim
rÑ0

r2´mµf pBpx, rqq “ 0 uniformly in x P U according to Dini’s Theorem, which

is in fact a kind of uniform VMO property. The continuity of f would ensue from
a sufficiently fast decay of ωprq “ sup

x
r2´mµf pBpx, rqq. We establish the upper

bound ωprq ď C| log r|´α for some 0 ă α ă 1, which does not verify the suitable
Dini growth condition.

2. Radial comparison

The symbol ‘ also denotes the concatenation operation

QKp`2q ˆQLp`2q Ñ QK`Lp`2q.

The barycenter of u is

ηpuq :“
1

Q

Q
ÿ

i“1

ui P `2

and the translate of u by a P `2 is

τapuq :“
Q
à

i“1

rrui ´ ass.

There are two crucial ingredients in the proof of the Theorem 1.1: a radial
comparison lemma and an interpolation lemma. This section is devoted to the radial
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comparison lemma. Let B Ď Rm denote the unit open ball. If u PW 1
p pB,QQp`2qq,

we let C pp,Q, u|BBq be

C pp,Q, u|BBq :“ inf
!

Eppv,Bq : v PW 1
p pB,QQp`2qq, v “ u on BB

)

. (4)

2.1. Lemma. — For any M ą 0, there exists η0 “ η0pp,m,Q,Mq ą 0 such that if
u PW 1

p pB,QQp`2qq satisfies

diamp
psuppuq ďMEppu, BBq, (5)

where u P QQp`2q is a mean of u on BB, then we have

C pp,Q, u|BBq ď

ˆ

1

m´ p
´ 2η0

˙

Eppu, BBq, (6)

In particular, there exists ε0 “ ε0pp, n,Q,Mq ą 0 such that if u P W 1
p pB,QQp`2qq

is an pω, pq-Dir-minimizing function and ωp1q ď ε0, then we have

Eppu,Bq ď
´ 1

m´ p
´ η0

¯

Eppu, BBq. (7)

Proof. After multiplying u by a constant if necessary we may assume

Eppu, BBq “ 1.

Abbreviate g “ u|BB . For α ą 0 to be chosen later, consider the radial competitor
map

@x P B, vαpxq “ }x}
αg

ˆ

x

}x}

˙

.

Since vα “ u on BB1, it follows from the inequality (4) that

C pp,Q, u|BBq ď Eppvα, Bq. (8)

Now we calculate Eppvα, Bq as follows. Using the polar coordinates pr, θq P p0, 1s ˆ
Sm´1, we have Dvα “ rα´1

!

α2|gpθq|2 `
DSm´1gpθq

2
)

1
2

.

Hence

Eppvα, Bq

“

ż 1

0

rm´1`ppα´1q

ż

BB

´

α2|gpθq|2 `
DSm´1gpθq

2
¯

p
2

dH m´1θ dr

“
1

m´ p` pα

ż

BB

´

α2|gpθq|2 `
DSm´1gpθq

2
¯

p
2

dH m´1θ dr. (9)

Next we want to estimate (9) from above. We distinguish between two cases.
Case 1: p P p1, 2s. Since 0 ă p

2 ď 1, applying the elementary inequality

pa` bq
p
2 ď a

p
2 ` b

p
2 , a, b ą 0,

we have
`

α2|gpθq|2 `
DSm´1gpθq

2 ˘ p2 ď αp|gpθq|p `
DSm´1gpθq

p
,

and hence

Eppvα, Bq

ď
1

m´ p` pα

`

αp
ż

BB

|gpθq|p dH m´1θ `

ż

BB

DSm´1gpθq
p

dH m´1θ
˘

ď
1

m´ p` pα

`

1` αp
ż

BB

|gpθq|p dH m´1θ
˘

. (10)
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Case 2: 2 ă p ď n. In this case, recall that the following inequality holds: there
exists C “ Cppq ą 0 such that for any δ ą 0,

@a, b ą 0, pa` bq
p
2 ď p1` δqa

p
2 ` Cδ´p

p
2´1qb

p
2 .

Applying this inequality, we have that for any 0 ă δ ă 1,

Eppvα, Bq

ď
Cδ´p

p
2´1qαp

m´ p` pα

ż

BB

|gpθq|p dH m´1θ

`
1` δ

m´ p` pα

ż

BB

DSm´1gpθq
p

dH m´1θ

ď
1

m´ p` pα

`

Cδ´p
p
2´1qαp

ż

BB

|gpθq|p dH m´1θ ` p1` δq
˘

. (11)

To estimate
ş

BB
|gpθq|p dH m´1θ, we argue as in [2] page 39. Write u “: ‘Qi“1rruiss.

Let û “ τηpuqpuq and ĝ “ τηpuqpgq denote the translations of u and g by ηpuq. It is

easy to see that ĝ “ û|BB . It is clear that ĝ :“ τηpuqpuq is a mean of ĝ, and

|ĝ|2 “
Q
ÿ

i“1

}ui ´ ηpuq}2 ď Qdiam2 suppu ď QM2.

By the Poincaré inequality, we have
ż

BB

|ĝ|pdH m´1 ď 2p
`

ż

BB

G pĝ, ĝqpdH m´1 `

ż

BB

|ĝ|pdH m´1
˘

ď C pEppû, BBq `M
pq ď Cp1`Mpq. (12)

Since C pp,Q, u|BBq is invariant under translations of u|BB we conclude that

C pp,Q, u|BBq “ C pp,Q, τηpuqpuq|BBq

ď Eppτηpuqpvαq, Bq

ď M pm, p,M,α, δq

where

M pm, p,M,α, δq :“

#

1
m´p`pα p1` Cp1`M

pqαpq 1 ă p ď 2
1

m´p`pα

`

p1` δq ` Cδ´pp{2´1qp1`Mpqαp
˘

2 ă p ď n.

(13)
Now we need to show the following claim:
Claim. There exist α0 ą 0 and δ0 ą 0 depending only on p,m,M such that

M pm, p,M,α0, δ0q ă
1

m´ p
. (14)

To establish (14), we first consider the case 1 ă p ď 2. By the definition, we have

M pm, p,M,α, δq “
1

m´ p` pα
p1` Cp1`Mpqαpq

is independent of δ. It is readily seen that

M pm, p,M,α, δq ă
1

m´ p
ô Cp1`Mpqαp ă

p

m´ p
α. (15)

Since p ą 1 it is most obvious that (15) holds provided 0 ă α ď α0pm, p,Mq is
small enough. Next we consider the case 2 ă p ď n. In this case, we have

M pm, p,M,α, δq “
1

m´ p` pα

´

p1` δq ` Cδ´p
p
2´1qp1`Mpqαp

¯

.
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Again it is easy to see that

M pm, p,M,α, δq ă
1

m´ p
ô δ ` Cδ´p

p
2´1qp1`Mpqαp ă

p

m´ p
α. (16)

Letting δ “ α2 the left member of (16) becomes a constant multiple of α2. Thus
the inequality is verified provided 0 ă α ď α0pm, p,Mq is small enough. Combining
together both cases, we see that there exists η0 ą 0 depending only on p,m,Q,M
such that (6) holds. To show (7), first observe that the pω, pq-Dir-minimality of u
and (6) imply

Eppu,Bq ď p1` ωp1qqC pp,Q, u|BBq

ď p1` ε0q
` 1

m´ p
´ 2η0

˘

ď
1

m´ p
´ η0 `

` ε0
m´ p

´ η0
˘

ď
1

m´ p
´ η0,

provided ε0 ď pm´ pqη0. Hence the proof is complete. �

An immediate consequence of the radial comparison lemma is the Hölder conti-
nuity of pω, pq-Dir-minimizing functions to `2, which implies Theorem 1.1 holds for
the case Q “ 1. More precisely, we have

2.2. Corollary. — There exists η0 ą 0 depending only on m, p such that for any
u PW 1

p pBBp0, rq, `2q, one has

C pp, 1, u|BBp0,rqq ď
` 1

m´ p
´ 2η0

˘

rEppu, BBp0, rqq. (17)

Proof. By scaling, it suffices to show (17) for r “ 1. This follows from Lemma 2.1.
In fact, for Q “ 1, one has that the diameter of suppu equals to 0, i.e. M “ 0
in the condition (5). Hence M pm, p,M,α, δq “ M pm, p, α, δq, given by (13). We
define α0, δ0, η0 as in (14) when M is replaced by 0. Clearly, α0 and δ0 depend only
on p,m and

M pm, p, α0, δ0q ď
1

m´ p
´ 2η0.

This immediately implies (17). �

2.3. Corollary. — For any given modular function ω, there exists δ “ δpp, ω,mq P
p0, 1q such that any pω, pq-Dir-minimizing function u PW 1

p pU, `2q is Hölder contin-
uous in U with an exponent δ. Moreover, for any ball Bpx, 2rq Ď U , we have

}u}CδpBpx,rqq ď Crp´mEppu,Bpx, 2rqq. (18)

Proof. Since u P W 1
p pU, `2q is pω, pq-Dir-minimizing in U , by (17) we have that for

any ball Bpx, rq Ď U ,

Eppu,Bpx, rqq ď p1` ωprqqC pp, 1, u|BBpx,rqq

ď p1` ωprqq
` 1

m´ p
´ 2η0

˘

rEppu, BBpx, rqq. (19)

Since limrÓ0 ωprq “ 0, there exists r0 ą 0 such that

@r P p0, r0s, p1` ωprqq
` 1

m´ p
´ 2η0

˘

ď
1

m´ p
´ η0.

Thus we have that

Eppu,Bpx, rqq ď
` 1

m´ p
´ η0

˘

rEppu, BBpx, rqq (20)



6 PHILIPPE BOUAFIA, THIERRY DE PAUW, AND CHANGYOU WANG

holds for all Bpx, rq Ď U with 0 ă r ď r0. It is standard that integrating (20) over
r yields that

1

rm´p`η0
Eppu,Bpx, rqq ď

1

rm´p`η00

Eppu,Bpx, r0qq, (21)

for all balls Bpx, r0q Ď U and r P p0, r0s. This, combined with the Morrey decay
lemma for `2-valued functions, implies that u P Cη0{ppUq and

}u}Cη0{ppBpx,rqq ď C
1

rm´p`η00

Eppu,Bpx, r0qq

holds for Bpx, r0q Ď U and 0 ă r ď r0. This completes the proof. �

3. Interpolation

In this section, we will establish an interpolation lemma. Such an interpolation
property has been established in QQp`

n
2 q by F. Almgren [1]. However, the original

proof by [1] is of extrinsic nature, i.e. it depends on the existence of a Lipschitz
embedding of QQp`

n
2 q into `N2 for some large positive integer N “ Npm,n,Qq.

There seems to be no useful ersatz of this embedding in the case of QQp`2q.

3.1. Theorem. — For any 1 ă p ď m and ε ą 0, there exists C “ Cpm, p,Qq ą
0 such that if g1, g2 P W 1

p pBB,QQp`2qq, then there exists h P W 1
p pBzBp0, 1 ´

εq,QQp`2qq such that

@x P BB, hpxq “ g1pxq, @x P BBp0, 1´ εq, hpxq “ g2
` x

1´ ε

˘

, (22)

and

Epph,BzBp0, 1´ εqq ď C
`

ε
2
ÿ

i“1

Eppgi, BBq ` ε
1´p

ż

BB

G ppg1, g2q dH
m´1

˘

. (23)

For 1 ă p ă `8, set

mp “

#

p´ 1 if p P Z`
tpu if p R Z`,

(24)

where tpu denotes the integer part of p.
Here we provide an intrinsic proof of Theorem 3.1, analogous to that by S.

Luckhaus [5]. The rough idea is first to find a suitable triangulation of BB1 and
then do interpolations up to mp-dimensional skeletons by first suitably approxi-
mating g1, g2 by Lipschitz maps and perform suitable Lipschitz extensions from
0-dimensional skeletons for all mp-dimensional skeletons, here we need an impor-
tant compactness theorem similar to Kolmogorov’s theorem in our context. Finally
we perform homogenous of degree zero extensions in skeletons of dimensions higher
than mp. We denote the unit interval by I :“ r´1, 1s.

For this, we need to establish the following lemma.

3.2. Lemma. — For any 1 ă p ă 8 and ε ą 0, assume m ď mp. There exists
a constant C “ Cpp,Qq ą 0 such that if g1, g2 P W

1
p pI

m,QQp`2qq, then there is a

map h PW 1
p pI

m ˆ r´ε, εs,QQp`2qq such that
#

hpx, εq “ g1pxq x P Im,

hpx,´εq “ g2pxq x P Im,
(25)

and

Epph, I
m ˆ r´ε, εsq ď C

`

ε
2
ÿ

i“1

Eppgi, I
mq ` ε1´p

ż

Im
G ppg1, g2q dH

m
˘

. (26)
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Proof. We adapt some notations from [2] page 62. Let us introduce Ik :“ r´1 ´
1
k , 1 `

1
k s. For sufficiently large k P Z`, decompose Imk into the union of pk ` 1qm

cubes tCk,lu, 1 ď l ď pk` 1qm, with disjoint interiors, side length equal to 2{k and
faces parallel to the coordinate hyperplane. Let xk,l denote their centers so that

Ck,l “ xk,l `
“

´
1

k
,

1

k

‰m
, 1 ď l ď pk ` 1qm.

We also decompose Im into the union of km cubes tDk,lu, 1 ď l ď km and of side
length 2{k. Note that the centers of cubes in the collection tCk,l : 1 ď l ď pk`1qmu
are precisely the vertices of cubes in the collection tDk,l : 1 ď l ď kmu. Now we
define two functions on the set of vertices hk1 , h

k
2 : txk,1, . . . , xk,pk`1qmu Ñ QQp`2q

by letting

hki pxk,lq “ a mean of gi on
`

txk,lu `
“

´
2

k
,

2

k

‰m˘
X Im, 1 ď l ď pk ` 1qm,

for i “ 1, 2. Now we want to extend both hk1 and hk2 from the set of vertices to
the cube Im. For each cube Dk,l, we let Vk,l denote the set of vertices of Dk,l,

consisting of 2m points extracted from txk,l1u1ďl1ďpk`1qm , and let F jk,l denote the
set of all faces of Dk,l of dimension j for 1 ď j ď m ´ 1. On the first cube Dk,1

we claim that there exist Lipschitz functions hk,11 , hk,12 : Dk,1 Ñ QQp`2q that are
extensions of hk1|Vk,1 , h

k
2|Vk,1

: Vk,1 Ñ QQp`2q, respectively, such that for i “ 1, 2,

Lip
`

hk,1i , F q ď CLip
`

hki , Vk,1 X F q, @F P F
j
k,1, 1 ď j ď m. (27)

In particular, for j “ m, (27) yields

Lip
`

hk,1i , Dk,1

˘

ď CLip
`

hki , Vk,1
˘

. (28)

Indeed, we apply finitely many times Theorem 2.4.3 of [4]: first extend the maps
hki|Vk,1 to each edge in F 1

k,1 (thus apply Theorem 2.4.3 CardF 1
k,1 times), then to

each j-dimensional face in F jk,1, for j “ 2, . . . ,m, by induction on j.

On all those cubes Dk,l that are adjacent to Dk,1 (i.e., share a common (m´ 1)-
dimensional face BDk,l X BDk,1 with Dk,1q, we proceed similarly to find Lipschitz

functions hk,l1 , hk,l2 : Dk,l Ñ QQp`2q that are Lipschitz extensions of
Ą

hk,l1 ,
Ą

hk,l2 :
pBDk,l X BDk,1q Y Vk,l Ñ QQp`2q respectively, where

Ą

hk,li pxq “

"

hk,1i pxq if x P BDk,l X BDk,1

hki pxq if x P Vk,l

for i “ 1, 2. Moreover, for i “ 1, 2 the following estimates hold:

Lipphk,li , F q ď CLipphki , Vk,l X F q, @F P F
j
k,l, 1 ď j ď m, (29)

In particular, for j “ m, (29) yields

Lip
`

hk,li , Dk,lq ď CLipphki , Vk,lq. (30)

Repeating the above procedure with all subcubes Dk,l for 1 ď l ď km, we will

eventually obtain two Lipschitz functions hk1 ,h
k
2 : Im Ñ QQp`2q such that

hk1pxk,lq “ hk1pxk,lq; hk2pxk,lq “ hk2pxk,lq, @1 ď l ď pk ` 1qm, (31)

and for i “ 1, 2,

Lipphki , Dk,lq ď CLipphki , Vk,lq, @1 ď l ď km. (32)

Now we want to find a Lipschitz map hk : Imˆr´ε, εs Ñ QQp`2q that is a suitable
extension of

px, εq P Im ˆ tεu ÞÑ hk1pxq, px,´εq P Im ˆ t´εu ÞÑ hk2pxq.
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This can be done as follows. For each cube Dk,l, 1 ď l ď km, we let hk,l :
Dk,l ˆ r´ε, εs Ñ QQp`2q be a Lipschitz extension of

px, εq P Dk,l ˆ tεu ÞÑ hk1pxq, px,´εq P Dk,l ˆ t´εu ÞÑ hk2pxq

such that

‚ if two cubes Dk,l and Dk,l1 (l ‰ l1) share a common pm ´ 1q-dimensional

face BDk,l XBDk,l1 , then hk,l and hk,l
1

take the same value on the common
m-dimensional face pBDk,l X BDk,l1q ˆ r´ε, εs.

‚ the following inequalities hold:

Lipphk,l, BDk,l ˆ r´ε, εsq ď C
`

Lipphk1 , BDk,lq ` Lipphk2 , BDk,lq
˘

`Cε´1
ÿ

xPVk,l

G phk1pxq,h
k
2pxqq

ď C
`

Lip
`

hk1 , Vk,lq ` Lipphk2 , Vk,lq
˘

`Cε´1
ÿ

xPVk,l

G phk1pxq, h
k
2pxqq. (33)

and

Lipphk,l, Dk,l ˆ r´ε, εsq ď CLipphk,l, BpDk,l ˆ r´ε, εsqq

ď C
`

Lipphk1 , Dk,lq ` Lipphk2 , Dk,lq
˘

`CLipphk,l, BDk,l ˆ r´ε, εsq

ď C
`

Lipphk1 , Vk,lq ` Lipphk2 , Vk,lq
˘

`Cε´1
ÿ

xPVk,l

G phk1pxq, h
k
2pxqq. (34)

Finally we define hk : Im ˆ r´ε, εs Ñ QQp`2q by simply letting

hk|Dk,lˆr´ε,εs “ hk,l, @ 1 ď l ď km.

Obviously hk satisfies that hkpx, εq “ hk1pxq and hkpx,´εq “ hk2pxq for x P Im.
We want to estimate the terms in the right hand side of (34). It is easy to see

that for any 1 ď l ď km,

Lipphk1 , Vk,lq ď C max
 

kG phk1pxq, h
k
1px

1qq : x, x1 P Vk,l are two adjacent vertices
(

.

On the other hand, for two adjacent vertices x, x1 P Vk,l, by the definition of hk1pxq
and hk1px

1q and Poincaré’s inequality we have

G phk1pxq, h
k
1px

1qqp

ď Ckm
ż

pptxu`r´2k´1,2k´1smqXptx1u`r´2k´1,2k´1smqqXIm
G phk1pxq, h

k
1px

1qqp

ď Ckm
ż

ptxu`r´2k´1,2k´1smqXIm
G pg1pyq, h

k
1pxqq

pdy

`Ckm
ż

ptx1u`r´2k´1,2k´1smqXIm
G pg1pyq, h

k
1px

1qqpdy

ď Ckm´pEppg1, ptxu ` r´2k´1, 2k´1smq X Imq

`Ckm´pEppg1, ptx
1u ` r´2k´1, 2k´1smq X Imq

ď Ckm´pEppg1, ĄDk,l X I
mq,

where ĄDk,l denotes cube:

ĄDk,l “ txk,lu `
“

´
3

k
,

3

k

‰m
.
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Thus we have

Lippphk1 , Vk,lq ď CkmEppg1, ĄDk,l X I
mq. (35)

Similarly, we have

Lippphk2 , Vk,lq ď CkmEppg2, ĄDk,l X I
mq. (36)

While for x P Vk,l, we have

G phk1pxq, h
k
2pxqq

p ď C max
yPDk,l

`

G phk1pyq, h
k
1pxqq

p ` G phk2pyq, h
k
2pxqq

p
˘

`Ckm
ż

Dk,l

G phk1pyq,h
k
2pyqq

pdy

ď C
`

k´pLippphk1 , Dk,lq ` k
´pLippphk2 , Dk,lq

‰

`Ckm
ż

Dk,l

G phk1pyq,h
k
2pyqq

pdy

ď Ckm´p
`

Eppg1, ĄDk,l X I
mq ` Eppg2, ĄDk,l X I

mq
˘

`Ckm
ż

Dk,l

G phk1pyq,h
k
2pyqq

pdy. (37)

With all these estimates, we can bound Ep
`

hk, Im ˆ r´ε, εs
˘

as follows:

Epph
k, Im ˆ r´ε, εsq

“

km
ÿ

l“1

Epph
k,l, Dk,l ˆ r´ε, εsq

ď
Cε

km

km
ÿ

l“1

Lippphk,l, Dk,l ˆ r´ε, εsq

ď Cεp1` ε´pk´pq
km
ÿ

l“1

`

Eppg1, ĄDk,l X I
mq ` Eppg2, ĄDk,l XBq

˘

`Cε1´p
km
ÿ

l“1

ż

Dk,l

G phk1pyq,h
k
2pyqq

pdy

ď Cεp1` pkεq´pq
`

Eppg1, I
mq ` Eppg2, I

mq
˘

`Cε1´p
ż

Im
G phk1pyq,h

k
2pyqq

pdy. (38)

Observe that we have for i “ 1, 2,

ż

Im
G phki pyq, gipyqq

pdy ď C
km
ÿ

l“1

ż

Dk,l

`

G phki , h
k
i pxk,lqq

p ` G phki pxk,lq, giq
p
˘

ď Ck´p
km
ÿ

l“1

Eppgi, ĄDk,l X I
mq

`C
km
ÿ

l“1

ż

ptxu`r´2k´1,2k´1sqXIm
G phki pxk,lq, giq

p

ď Ck´p
km
ÿ

l“1

Eppgi, ĄDk,l X I
mq

ď Ck´pE pgi, I
mq,
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which converges to 0 as k goes to 8. We would establish (26) if we can show
that there exists h P W 1

p pI
m ˆ r´ε, εs,QQp`2qq such that after passing to possible

subsequences, hk Ñ h in LppIm ˆ r´ε, εsq.
To see this, since p ą m, it follows from Sobolev’s embedding theorem that

gi P C
1´m{ppIm,QQp`2qq for i “ 1, 2. If we define

Ci “
!

y P `2 : y P supppgipxqq for some x P Im
)

, i “ 1, 2,

then Ci Ď `2 is a compact set for l “ 1, 2. Hence

C :“ C1 Y C2

is also a compact set in `2. Let D Ď `2 be the convex hull of C Y t0u. Then
both D and QQpDq are compact sets. By checking the proof of the Lipschitz
extension theorem, we can see that hkpIm ˆ r´ε, εsq Ď QQpDq. Now we can apply
[4] Theorem 4.8.2 to conclude that there exists h P W 1

p pI
m ˆ r´ε, εs,QQp`2qq and

integers k1 ă k2 ă ¨ ¨ ¨ such that

lim
jÑ8

ż

Imˆr´ε,εs

G phkj , hqp “ 0. (39)

By the lower semicontinuity of Ep, we have

Epph, I
m ˆ r´ε, εsq ď lim inf

jÑ8
Epph

kj , Im ˆ r´ε, εsq. (40)

Since hkp¨, εq “ hk1 Ñ g1 in LppImq and hkp¨,´εq “ hk2 Ñ g2 in LppImq as k Ñ 8,
it follows from [4] Theorem 4.7.3 that hp¨, εq “ g1 on B ˆ tεu and hp¨,´εq “ g2 on
B ˆ t´εu in the sense of traces. Finally, by sending k “ kj to 8 in (38), we see
that h satisfies the inequality (26). The proof is now complete. �

Now we are ready to prove Theorem 3.1.

Proof of Theorem 3.1. The idea is motivated by Luckhaus [5]. We first decompose
BB into “cells” of diameter ε as follows. Since B is bilipschitz isomorphic to the
open unit cube its boundary can be decomposed into open cubes of side length less
than ε and dimension ranging between 0 and m´ 1. This gives a partition

BB “
m´1
ď

j“1

kj
ď

i“1

eji , e
j
i X e

j1

i1 “ H if i ‰ i1 or j ‰ j1,

and for each eji we have a bilipschitz isomorphism

Φji : eji Ñ Bjp0, εq with }∇Φji }L8 ` }∇pΦ
j
i q
´1}L8 ď cpmq.

Here Bjε is the j-dimensional open ball centered at 0 and of radius ε.

Denote by Qj :“ Y
kj
i“1e

j
i the union of j cells. We next use the fact that for any

nonnegative measurable function f
ż

SOpmq

dσ

ż

σpQjq

f dH j “
H jpQjq

H m´1pBBq

ż

BB

fdH m´1,

where dσ is the Haar measure on SOpmq. By Fubini’s theorem, we can further
choose a rotation σ P SOpmq such that for all j

Eppg1, σpQjqq ` Eppg2, σpQjqq `

ż

σpQjq

ε´pG ppg1, g2qdH
j ď cpmqKpεj`1´m, (41)

where K ą 0 is the constant defined by

Kp :“ Eppg1, BBq ` Ep
`

g2, BBq `

ż

BB

ε´pG pg1, g2q
pdH m´1.
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To avoid extra notation, assume σ “ id. Now decompose BzBp0, 1´ εq into cells

êji “

"

z P Rn :
z

}z}
P eji , 1´ ε ă }z} ă 1

*

, 0 ď j ď m´ 1, 1 ď i ď kj .

For j ď mp, we use the fact that êji is bilipschitz isomorphic to Bjp0, εq ˆ r´ε, εs,
i.e. there exist

Ψj
i : êji Ñ Bjp0, εq ˆ r´ε, εs with }∇Ψj

i }L8 ` }∇pΨ
j
i q
´1}L8 ď cpmq.

We can apply Lemma 3.2 to find an extension map hji PW
1
p

`

êji ,QQp`2q
˘

such that

hji px, 1q “ g1pxq, h
j
i

`

p1´ εqx
˘

“ g2pxq, @x P e
j
i , (42)

and

Epph
j
i , ê

j
i q ď Cε

`

Eppg1, e
j
i q ` Ep

`

g2, e
j
i q `

ż

eji

ε´pG ppg1pxq, g2pxqqdH
j
˘

. (43)

Moreover, we can see from the proof of Lemma 3.2 that if for 1 ď i ă i1 ď kj ,

the two cells êji and êji1 share a common j-face, then one can ensure from the

construction of extensions that hji “ hji1 on Bêji XBê
j
i1 in the sense of traces. Denote

Q̂j “ Y
kj
i“1ê

j
i . Then we can glue all hji together by letting hj

|êji
“ hji for 1 ď i ď kj

to obtain an extension map hj PW 1
p

`

Q̂j ,QQp`2q
˘

such that

hjpx, 1q “ g1pxq, h
j
` x

1´ ε

˘

“ g2pxq, @x P Q
j , (44)

and

Epph
j , Q̂jq ď Cε

`

Eppg1, Q
jq ` Eppg2, Q

jq `

ż

Qj
ε´pG ppg1pxq, g2pxqqdH

j
˘

. (45)

For j ě mp ` 1, we use the fact that êji is bilipschitz isomorphic to Bj`1p0, εq,
i.e. there exist

F ji : êji Ñ Bj`1p0, εq with }∇F ji }L8 ` }∇pF
j
i q
´1}L8 ď cpmq.

Since j ` 1 ě mp ` 2 ą p, we can extend hji inductively from the boundary,
homogeneous of degree 0:

hji
`

pF ji q
´1pzq

˘

“ hji
`

pF ji q
´1p

εz

}z}
q
˘

, z P Bj`1p0, εq.

Then we have

Ep
`

hji , ê
j
i

˘

ď C
`

ż ε

0

`r

ε

˘pj`1q´1´p
dr
˘

Epph
j
i , Bê

j
i q ď CεEp

`

hji , Bê
j
i

˘

. (46)

By adding (46) over all 1 ď i ď kj and applying (41), we then obtain that for any
j ě mp ` 1, hj satisfies (44) and

Epph
j , Q̂jq ď Cεj`2´mKp. (47)

Since Q̂m´1 “ BzBp0, 1´ εq, if we define h “ hm´1 then h satisfies

h|BB “ g1, h|BBp0,1´εq “ g2
` ¨

1´ ε

˘

,

and

Epph,BzBp0, 1´ εqq ď CεKp.

Hence the conclusions hold. The proof is complete. �
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4. Proof of Theorem 1.1

In this section, we will provide a proof of Theorem 1.1 by induction on Q P Z`.
The idea is similar to that by Almgren [1], but we follow closely the presentation
by [2].

For v “ ‘Qi“1rrviss P QQp`2q, we define the diameter and splitting distance of v
as

dpvq “ max
1ďi,jďQ

}vi ´ vj}, spvq “ min
1ďi,jďQ

t|vi ´ vj | : vi ‰ vju.

If v “ Qrrv0ss for some v0 P `2, then we define spvq “ `8.
First we need to construct a Lipschitz retraction map from QQp`2q to BG pv, rq,

with Lipschitz norm no more than 1.

4.1. Proposition. — For v P QQp`2q and 0 ă r ă spvq{4 ă 8, there exists a
Lipschitz map Φ : QQp`2q Ñ BG pv, rq such that Φpuq “ u for any u P BG pu, rq and
LippΦq ď 1.

Proof. Write v “ ‘Jj“1kjrrvjss such that J ě 2 and }vi ´ vj} ą 4r for i ‰

j. If G pu, vq ă 2r, then we have that u “ ‘Jj“1uj with uj “ ‘
kj
l“1rrul,jss P

BG pkjrrvjss, 2rq Ď Qkj p`2q for 1 ď j ď J . Now we can define a Lipschitz retraction
map Φ : QQp`2q Ñ BG pv, rq by letting

Φpuq “

$

’

’

’

’

&

’

’

’

’

%

J
à

j“1

kj
à

l“1

rr
2r ´ G pu, vq

G pu, vq
pul,j ´ vjq ` vjss, u P BG pv, 2rqzBG pv, rq,

v, u P QQp`2qzBG pv, 2rq,

u, u P BG pv, rq.

(48)

It is readily seen that Φ is an identity map in BG pv, rq and satisfies

G pΦpu1q,Φpu2qq ď G pu1, u2q, @u1, u2 P QQp`2q.

Thus Φ has Lipschitz norm at most 1. �

4.2. Lemma. — For any 0 ă ε ă 1, set βpε,Qq “
`

ε
3

˘3Q

. Then, for any P P

QQp`2q with spP q ă `8, there exists a point rP P QQp`2q such that
#

βpε,QqdpP q ď sp rP q ă `8,

G2p rP , P q ď εsp rP q.
(49)

Proof. The proof can be done exactly in the same way as Lemma 3.8 of [2] page
35. Here we omit it. �

4.3. Proposition. — Assume Q ě 2. There exists αpQq ą 0 such that if u P
W 1
p pBBp0, rq,QQp`2qq satisfies that for some P P QQp`2q, G pupxq, P q ď αpQqdpP q

for H m´1 a.e. x P BBp0, rq, then there exist 1 ď K,L ď Q ´ 1 with K ` L “ Q
and two functions v PW 1

p pBBp0, rq,QKp`2qq and w PW 1
p pBBp0, rq,QLp`2qq so that

u “ v ‘ w a.e. in BBp0, rq.

Proof. Set ε “ 1{9 and αpQq “ εβpε,Qq “ 1
9 p27q´3Q . From Lemma 4.2, we find a

point rP P QQp`2q satisfying (49). Hence we have that for H m´1 a.e. x P BBp0, rq,

G pupxq, rP q ď G pupxq, P q ` G pP, rP q ď αpQqdpP q `
sp rP q

9
ď

2sp rP q

9
ă
sp rP q

4
.

Since sp rP q ă `8, there exists 2 ď J ď Q such that rP “ ‘Jj“1kjrr
rPjss P QQp`2q

with the rPj ’s all different. Therefore, there exists J functions

uj : BBp0, rq Ñ BG pkjrr rPjss, 2rq Ď Qkj p`2q
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such that u “ ‘Jj“1uj holds H m´1 a.e. in BBp0, rq. Since u PW 1
p pBBp0, rq,QQp`2qq,

it follows that uj PW
1
p pBBp0, rq,Qkj p`2qq for 1 ď j ď J . The proof is complete. �

Now we are ready to give a proof of Theorem 1.1.

Proof of Theorem 1.1. The key step is to establish the following decay property:
there exists η0 ą 0 depending on p,m,Q such that for any u PW 1

p pBBp0, rq,QQp`2qq,

C pp,Q, u|BBp0,rqq ď
` 1

m´ p
´ 2η0

˘

rEppu, BBp0, rqq. (50)

By scalings, one can see that if (50) holds for r “ 1, then it holds for all r ą 0.
We will prove (50) based on an induction on Q. For Q “ 1, it is clear that (50)
follows from Corollary 2.3. Let Q ě 2 be fixed and assume that (50) holds for every
Q˚ ă Q. Assume, furthermore, that

dpuqp ąMEppu, BBq

for some large constant M ą 1, which will be chosen later. Apply Lemma 4.2

with ε “ 1
16 and P “ u, we obtain that there are 2 ď J ď Q and a point rP “

‘Jj“1kjrrQjss P QQp`2q such that

βdpuq ă sp rP q “ mint}Qi ´Qj} : i ‰ ju, (51)

G p rP , uq ď
sp rP q

16
, (52)

where β “ βp1{16, Qq is the constant given by Lemma 4.2. Let Φ : QQp`2q Ñ

BG p rP , sp rP q{8q be the Lipschitz contraction map given by Proposition 4.1. For a
small η ą 0, define

h : x P Bp0, 1´ ηq ÞÑ Φ
`

u
` x

1´ η

˘˘

P QQp`2q.

Then we have that Φpuq P W 1
p

`

BBp0, 1´ ηq, BG p rP , sp rP q{8q
˘

. Apply Proposition
4.3, we conclude that there exist 1 ď K,L ď Q ´ 1, with K ` L “ Q, and h1 P
W 1
p pBBp0, 1´ ηq,QKp`2qq, h2 PW

1
p pBBp0, 1´ ηq,QLp`2qq such that h “ h1‘h2 in

BBp0, 1´ ηq. By the induction hypothesis, we have

$

&

%

C pp,K, h1|BBp0,1´ηqq ď
´

1
m´p ´ 6η0

¯

p1´ ηqEpph1, BBp0, 1´ ηqq,

C pp, L, h2|BBp0,1´ηqq ď
´

1
m´p ´ 6η0

¯

p1´ ηqEpph2, BBp0, 1´ ηqq.
(53)

By (53), there exist ĥ1 PW
1
p pBp0, 1´ ηq,QKp`2qq and ĥ2 PW

1
p pBp0, 1´ ηq,QLp`2qq

such that

$

&

%

Eppĥ1, Bp0, 1´ ηqq ď
´

1
m´p ´ 6η0

¯

p1´ ηqEpph1, BBp0, 1´ ηqq ` η0Eppu, BBq,

Eppĥ2, Bp0, 1´ ηqq ď
´

1
m´p ´ 6η0

¯

p1´ ηqEpph2, BBp0, 1´ ηqq ` η0Eppu, BBq.

(54)
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Define ĥ “ ĥ1‘ĥ2. Then ĥ PW 1
p pBp0, 1´ ηq,QQp`2qq satisfies ĥ “ h on BBp0, 1´ ηq

and

Eppĥ, B1´ηq ď
` 1

m´ p
´ 6η0

˘

p1´ ηq pEpph1, BBp0, 1´ ηqq ` Epph2, BBp0, 1´ ηqqq

`2η0Eppu, BBq

“
` 1

m´ p
´ 6η0

˘

p1´ ηqEpph, BBp0, 1´ ηqq ` 2η0Eppu, BBq

“
` 1

m´ p
´ 6η0

˘

EppΦpuq, BBq ` 2η0Eppu, BBq

ď
` 1

m´ p
´ 6η0

˘

Eppu, BBq ` 2η0Eppu, BBq

“
` 1

m´ p
´ 4η0

˘

Eppu, BBq (55)

where we have used the fact that LippΦq ď 1 in the last inequality.
Now let ĝ PW 1

p pBzBp0, 1´ ηq,QQp`2qq be an extension of

Φ
`

u
` ¨

1´ η

˘˘

PW 1
p pBBp0, 1´ ηq,QQp`2qq

and u PW 1
p pBB,QQp`2qq as in Lemma 3.2. Define û PW 1

p pB,QQp`2qq by

û “

#

ĥ in Bp0, 1´ ηq

ĝ in BzBp0, 1´ ηq.

Then we have

Eppû, Bq

“ Eppĥ, Bp0, 1´ ηqq ` Eppĝ, BzBp0, 1´ ηqq

ď
` 1

m´ p
´ 4η0 ` Cη

˘

Eppu, BBq `
C

η

ż

BB

G ppu,ΦpuqqdH m´1. (56)

Now we need to estimate
ş

BB
G ppu,ΦpuqqdH m´1. Define

E :“ tx P BB : upxq ‰ Φpupxqqu “

#

x P BB : upxq R BG

`

rP ,
sp rP q

8

˘

+

.

Since Φpuq “ u, we have

G pu,Φpupxqqq ď G pu, upxqq, @x P BB.

Hence we have
ż

BB

G ppu,ΦpuqqdH m´1 “

ż

E

G ppu,ΦpuqqdH m´1

ď C

ż

E

pG ppu, uq ` G ppu,Φpuqqq dH m´1

ď C

ż

E

G ppu, uq dH m´1

ď C}G pu, uq}
p

p˚

Lp˚ pBBq
pH m´1pEqq

1´ p

p˚

ď CEppu, BBqpH
m´1pEqq

1´ p

p˚ , (57)

where p˚ is the Sobolev exponent of p in Rn´1:

p˚ “

#

pm´1qp
m´1´p if p ă m´ 1,

any q P pp,`8q if p ě m´ 1.
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For any x P E, we have

G pupxq, uq ě G pupxq, rP q ´ G p rP , uq ě
sp rP q

8
´
sp rP q

16
“
sp rP q

16
.

So we have that

H m´1pEq ď H m´1
´

 

x P BB : G pupxq, uq ě
sp rP q

16

(

¯

ď
C

spp rP q

ż

BB

G ppupxq, uq

ď
C

dppuq
Eppu, BBq

ď
C

M
. (58)

Therefore we obtain
ż

BB

G ppu,ΦpuqqdH m´1 ď C

ˆ

C

M

˙1´ p

p˚

Eppu, BBq. (59)

Substituting (59) into (56), we find that

Eppû, Bq ď

ˆ

1

m´ p
´ 4η0 ` Cη `

C

η
M

p

p˚
´1

˙

Eppu, BBq. (60)

Now we first choose η “ η0{C and then choose

M “
`C2

η20

˘

p˚

p˚´p

so that (60) yields

C pp,Q, u|BBq ď Eppû, Bq ď
` 1

m´ p
´2η0

˘

Eppu, BBq, if dppuq ąMEppu, BBq. (61)

On the other hand, Lemma 2.1 implies that

C pp,Q, u|BBq ď Eppû, Bq ď
` 1

m´ p
´2η0

˘

Eppu, BBq, if dppuq ďMEppu, BBq. (62)

Combining (61) and (62) yields that (50) holds for r “ 1. Note that (50) for all
r ‰ 1 follows from (50) for r “ 1 by simple scalings.

Since u is pω, pq-Dir-minimizing in U , by (50) we have that for any ball Bpx, rq Ď
U ,

Eppu,Bpx, rqq ď p1` ωprqqC pp,Q, u|BBpx,rqq

ď p1` ωprqq
` 1

m´ p
´ 2η0

˘

rEppu, BBpx, rqq. (63)

Since limrÓ0 ωprq “ 0, there exists r0 ą 0 such that

p1` ωprqq
` 1

m´ p
´ 2η0

˘

ď
1

m´ p
´ η0, @0 ă r ď r0.

Thus we have that

Eppu,Bpx, rqq ď
` 1

m´ p
´ η0

˘

rEppu, BBpx, rqq (64)

holds for all Bpx, rq Ď U with 0 ă r ď r0. It is standard that integrating (64) over
r yields that

1

rm´p`η0
Eppu,Bpx, rqq ď

1

rm´p`η00

Eppu,Bpx, r0qq, @Bpx, r0q Ď U, 0 ă r ď r0.

(65)
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This, combined with the Morrey decay lemma [6] for QQp`2q-valued functions,

implies that u P Cη0{ppUq and

}u}Cη0{ppBpx0,rqq
ď C

1

rm´p`η00

Eppu,Bpx0, r0qq

holds for Bpx0, r0q Ď U and 0 ă r ď r0. This completes the proof of Theorem
1.1. �

5. Squeeze stationary maps

We say that a map f P W 1
2 pU,QQp`2qq is squeeze stationary in U whenever for

every X P C8c pU,Rmq, we have

d

dt

ˇ

ˇ

ˇ

t“0

ż

U

Dpf ˝ Φtq
2

“ 0, (66)

where Φtpxq “ x` tXpxq is a diffeomorphism of U to itself for small values of t.

5.1. Proposition. — A map f PW 1
2 pU,QQp`2qq is squeeze stationary if and only

if for every vector field X P C8c pU,Rmq one has:

2
Q
ÿ

i“1

ż

U

xDfpyq, Dfpyq ˝DXpyqydy ´

ż

U

Dfpyq2
divXpyqdy “ 0. (67)

Proof. We prove (67) by computing (66). Note that

Dpf ˝ Φtqpxq
2

“

Q
ÿ

i“1

}Dpfi ˝ Φtqpxq}
2
HS

“

Q
ÿ

i“1

}DfipΦtpxqq ˝ pDΦtpxqq}
2
HS

“

Q
ÿ

i“1

}DfipΦtpxqq ˝ pidRm ` tDXpxqq}
2
HS

“

Q
ÿ

i“1

}DfipΦtpxqq ` tDfipΦtpxqq ˝ pDXpxqq}
2
HS.

We now change variable y “ Φtpxq in (66):
ż

U

Dpf ˝ Φtqpxq
2

dx

“

Q
ÿ

i“1

}Dfipyq ` tDfpyq ˝DXpΦ
´1
t pyqq}

2|detpDΦ´1
t pyq|dy

“

Q
ÿ

i“1

ż

U

}Aipyq ` tBipy, tq}
2
HSCipy, tqdy,

where

Aipyq “ Dfipyq, Bipy, tq “ Dfpyq ˝DXpΦ´1
t pyqq, Cipy, tq “ |detpDΦ´1

t pyq|.

It remains to differentiate with respect to t:

}Aipyq ` tBipy, tq}
2
HS “ xAipyq ` tBipy, tq, Aipyq ` tBipy, tqy

“ }Aipyq}
2
HS ` 2txAipyq, Bipy, tqy ` t

2xBipyqy
2
HS

“ }Aipyq}
2
HS ` 2txAipyq, Bipy, 0qy ` optq,
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thus

d

dt

ˇ

ˇ

ˇ

t“0
}Aipyq ` tBipyq}

2
HS “ 2xAipyq, Bipy, 0qy

“ 2xDfipyq, Dfipyq ˝DXpyqy.

Furthermore, y “ ΦtpΦ
´1
t pyqq so that

idRm “ DΦtpΦ
´1
t pyqq ˝DΦ´1

t pyq,

and hence

detDΦ´1
t pyq “

1

hpy, tq
where hpy, tq :“ detDΦtpΦ

´1
t pyqq.

It follows that
d

dt

ˇ

ˇ

ˇ

t“0

`

detDΦ´1
t pyq

˘

“ ´
1

hpy, 0q

Bh

Bt
py, 0q.

Clearly hp0q “ 1. Next,

detDΦtpΦ
´1
t pyqq “ detpidRm ` tDXpΦ

´1
t pyqq

“ 1` ttrDXpΦ´1
t pyqq ` optq,

whence
Bh

Bt
py, 0q “ trDXpyq “ divXpyq.

Putting together everything, we obtain Equation (67). �

5.2. Proposition. — Let f PW 1
2 pU,QQp`2qq be squeeze stationary and a P U . It

follows that the function Θa : p0,distpa, BUqq Ñ R` defined by

Θaprq :“
1

rm´2

ż

Bpa,rq

Df2

is absolutely continuous and nondecreasing. In fact,

Θ1aprq “
2

rm´2

ż

BBpa,rq

Q
ÿ

i“1

›

›

Bfi
Bν

›

›

2
dH m´1. (68)

In other words, the Radon measure

A ÞÑ

ż

A

Df2 (69)

is pm´ 2q monotonic.

Proof. It is clear that Θa is absolutely continuous because the measure in (69) is
absolutely continuous with respect to the Lebesgue measure Lm and LmpBpa, r`
hqzBpa, rqq ď Ch. For simplicity, assume a “ 0 and write Θprq for Θaprq. We now
plug in equation (67) a vector field

Xpxq “ χp}x}qx,

where χ P C8c pRq is constant in a neighborhood of 0. For every i, j “ 1, . . . ,m one
has

B

Bxj
xXpxq, eiy “

B

Bxj
pχp}x}qxiq

“ χp}x}qδij ` χ
1p}x}q

xixj
}x}

.

In particular,

divXpxq “ mχp}x}q ` χ1p}x}q}x}.
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We now compute the first term in (67):

Q
ÿ

i“1

xDfipxq, Dfipxq ˝DXpxqy “ χp}x}q
Q
ÿ

i“1

}Dfipxq}
2
HS

`χ1p}x}q
Q
ÿ

i“1

@

Dfipxq, Dfipxq ˝
`

xb
x

}x}

˘D

“ χp}x}q
Dfpxq2

`χ1p}x}q}x}
Q
ÿ

i“1

xDfipxq, Dfipxq ˝Ay,

where A is the matrix u1 b u1 for u1 :“ x{}x} P Sm´1, i.e. Aij “ xu1, eiyxu1, ejy.
One easily sees that Au1 “ u1 and that Av “ 0 whenever xu1, vy “ 0. Now we
complete u1 to an orthonormal basis pu1, . . . , umq. It follows that

xDfipxq, Dfipxq ˝Ay “
m
ÿ

j“1

xDfipxqpujq, DfipxqpApujqqy

“ xDfipxqpu1q, Dfipxqpu1qy

“

›

›

›

›

Bfi
Bν
pxq

›

›

›

›

2

.

We infer from (67) that

2

ż

U

`
Dfpxq2

χp}x}q ` χ1p}x}q}x}
Q
ÿ

i“1

›

›

Bfi
Bν
pxq

›

›

2˘
dx

´

ż

U

`
Dfpxq2 `

mχp}x} ` }x}χ1p}x}q
˘˘

dx “ 0,

that is,

p2´mq

ż

U

χp}x}q
Dfpxq2

dx` 2

ż

U

χ1p}x}q}x}
Q
ÿ

i“1

›

›

Bfi
Bν
pxq

›

›

2
dx

“

ż

U

χ1p}x}q}x}
Dfpxq2

dx.

Now we fix r P p0,distp0, BUq and we let tχju
8
j“1 approach 1r0,rs so that

p2´mq

ż

Bp0,rq

Df2
´ 2r

ż

BBp0,rq

Q
ÿ

i“1

›

›

Bfi
Bν

›

›

2
dH m´1 “ ´r

ż

BBp0,rq

Df2 ,

and one finally computes that for a.e r P p0,distp0, BUqq,

Θ1prq “ p2´mqr2´m´1

ż

Bp0,rq

Df2
` r2´m

ż

BBp0,rq

Df2

“ 2r2´m
ż

BBp0,rq

Q
ÿ

i“1

›

›

Bfi
Bν

›

›

2
dH m´1 ě 0.

�
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6. Squash variations

Here we consider vertical variations above x whose amplitude depend on x P U .
Let

Y : U ˆ `2 Ñ `2

be a C1 map such that U X tx : Y px, ¨q ‰ 0u is relatively compact in U . For
f : U Ñ QQp`2q we define

pYlfqtpxq :“
Q
à

i“1

rrfipxq ` tY px, fipxqqss.

We say that f is squash stationary if for every such Y one has

d

dt

ˇ

ˇ

ˇ

t“0

ż

U

DpYlfqt
2

“ 0.

6.1. Proposition. — A map f PW 1
2 pU,QQp`2qq is squash stationary if and only

if for all Y ,

Q
ÿ

i“1

ż

U

xDfipxq, DxY px, fipxqqy `
Q
ÿ

i“1

ż

U

xDfipxq, DyY px, fipxqq ˝Dfipxqydx “ 0.

(70)

Proof. The derivation of this Euler-Lagrange equation is much simpler than for
squeeze variations. One computesDpYlfqt

2
“

Q
ÿ

i“1

}Dpfi ` tY p¨, fip¨qq}
2
HS

“
Df2

` 2t
Q
ÿ

i“1

xDfi, DxY p¨, fip¨qq `DyY p¨, fip¨qq ˝Dfiy ` optq.

Integrating over U and then differentiating at t “ 0 gives equation (70). �

6.2. Corollary. — If f P W 1
2 pU,QQp`2qq is squash stationary and Bpa, rq Ď U

then
ż

Bpa,rq

Df2
“

ż

BBpa,rq

Q
ÿ

i“1

@Bfi
Bν

, fi
D

dH m´1. (71)

Proof. Assume for simplicity that a “ 0. Let χ P C8c pRq be a function which is
constant in a neighborhood of 0. We will plug

Y px, yq :“ χp}x}qy

into equation (70). First we compute

DxY px, yq “ χ1p}x}q
x

}x}
b y, DyY px, yq “ χp}x}qidRm .

Thus we have
Q
ÿ

i“1

ż

U

χ1p}x}q
@Bfi
Bν
pxq, fipxq

D

`

ż

U

χp}x}q
Dfpxq2

dx “ 0.

Now, we fix r P p0,distp0, BUqq and we let tχju
8
j“1 be an approximation of 1r0,rs,

so that

´

Q
ÿ

i“1

ż

BBp0,rq

@Bfi
Bν

, fi
D

dH m´1 `

ż

Bp0,rq

Df2
“ 0.

�
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7. Frequency function

Let f P W 1
2 pU,QQp`2qq. For a P U Ď Rm and r P p0,distpa, BUq, we define the

following quantities

Daprq :“

ż

Bpa,rq

Df2 , Haprq :“

ż

BBpa,rq

|f |2, Naprq :“
rDaprq

Haprq
,

where the last quantity, Naprq, is defined provided that Haprq ‰ 0. Naprq is called
the frequency function at the point a. When a “ 0, we simply denote Dprq, Hprq,
Nprq for D0prq, H0prq, N0prq respectively.

The following lemma ensures that if f is squash stationary and non zero in a
neighborhood of a, then Naprq is defined for small values of r.

7.1. Lemma. — If f P W 1
2 pU,QQp`2qq is squash stationary and if Hapr0q “ 0 for

some a P U and r0 P p0,distpa, BUqq, then f ” Qrr0ss on Bpa, r0q.

Proof. This is a consequence of (71): if f ” 0 a.e on BBpa, rq then E2pf,Bpa, rqq “ 0,
thus f vanishes on Bpa, rq. �

7.2. Lemma. — For a P U , Haprq is absolutely continuous in r, for any f P
W 1

2 pU,QQp`2qq.

Proof. For simplicity, assume a “ 0 P U . Then

Hprq “
d

dr

ż

Bp0,rq

|fpxq|2dx

“
d

dr

ˆ

rm
ż

B

|fprxq|2dx

˙

“ mrm´1

ż

B

|fprxq|2dx` 2rm
ż

B

Q
ÿ

i“1

@

fiprxq,
Bfi
Bν
prxq

D

dx

“
m

r

ż

Bp0,rq

|f |2 ` 2
Q
ÿ

i“1

ż

Bp0,rq

@

fi,
Bfi
Bν

D

,

and the last expression is easily seen to be absolutely continuous. �

7.3. Lemma. — If f is squash stationary then for any a P U and a.e. r P
p0,distpa, BUqq,

H 1aprq “
m´ 1

r
Haprq ` 2Daprq. (72)

Proof. For simplicity, assume a “ 0 P U . Then we have

H 1prq “
d

dr

ż

BB

rm´1|fprxq|2dH m´1x

“
m´ 1

r

ż

BBp0,1q

rm´1|fprxq|2dH m´1x

`2rm´1

ż

BBp0,rq

Q
ÿ

i“1

@

fiprxq,
Bfi
Bν
prxq

D

dH m´1x

“
m´ 1

r

ż

BBp0,rq

|f |2dH m´1 ` 2

ż

BBp0,rq

Q
ÿ

i“1

@

fi,
Bfi
Bν

D

dH m´1.

Now using (71) we prove (72). �

7.4. Theorem. — If f is squeeze and squash stationary and for a P U , Hapr0q ‰ 0
for some r0 P p0,distpa, BUqq, then N 1aprq ě 0 for a.e. r ď r0.
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Proof. For simplicity, assume a “ 0 P U . Select r P p0, r0s at which D and H are
differentiable. Then, according to (72), (68) and (71),

N 1prq “
Dprq

Hprq
` r

D1prq

Hprq
´ rDprq

H 1prq

H2prq

“
Dprq

Hprq
` r

D1prq

Hprq
´ pm´ 1q

Dprq

Hprq
´ 2r

D2prq

H2prq

“
p2´mqDprq ` rD1prq

Hprq
´ 2r

D2prq

H2prq

“
rm´1Θ1prq

Hprq
´ 2r

D2prq

H2prq

“
2r

Hprq

ż

BBp0,rq

Q
ÿ

i“1

›

›

Bfi
Bν

›

›

2
´

2r

Hprq2
`

ż

BBp0,rq

Q
ÿ

i“1

@

fi,
Bfi
Bν

D˘2
.

Thus,

N 1prq “
2r

H2prq

“

ż

BBp0,rq

Q
ÿ

i“1

}fi}
2

ż

BBp0,rq

Q
ÿ

i“1

›

›

Bfi
Bν

›

›

2
´
`

ż

BBp0,rq

Q
ÿ

i“1

@

fi,
Bfi
Bν

D˘2‰

is nonnegative by Cauchy-Schwartz inequality. �

7.5. Corollary. — Assume that f P W 1
2 pU,QQp`2qq is squeeze and squash sta-

tionary and r0 P p0,distpa, BUqq for a P U . Then, for a.e. r ď r0, we have

d

dr
ln
Haprq

rm´1
“

2Naprq

r
, (73)

ˆ

r

r0

˙2Napr0q Hapr0q

rm´1
0

ď
Haprq

rm´1
ď

ˆ

r

r0

˙2Naprq Hapr0q

rm´1
0

, (74)

Daprq

rm´2
ď

ˆ

r

r0

˙2Naprq Dapr0q

rm´2

Naprq

Napr0q
. (75)

Proof. For simplicity, assume a “ 0 P U . First we prove (73). By equation (72),
we have

d

dr

Hprq

rm´1
“
H 1prq

rm´1
´ pm´ 1q

Hprq

rm
“

2Dprq

rm´1
.

Consequently,

d

dr
ln

ˆ

Hprq

rm´1

˙

“
2Dprq

rm´1

rm´1

Hprq
“

2Nprq

r
.

We integrate (73) from r to r0:

ln
Hpr0q

rm´1
0

´ ln
Hprq

rm´1
“

ż r0

r

d

dρ
ln
Hpρq

ρm´1
dρ

“

ż r0

r

2Npρq

ρ
dρ

ě 2Nprq

ż r0

r

dρ

ρ
. (76)

Therefore

ln

ˆ

Hpr0q

rm´1
0

rm´1

Hprq

˙

ě ln
´r0
r

¯2Nprq

,

which yields the first inequality in (74). Similarly, by bounding above Npρq by
Npr0q in (76), one proves the reverse inequality.
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By definition of Nprq,
Dprq

rm´2
“
Hprq

rm´1
Nprq.

Therefore, using (74), one has

Dprq

rm´2
ď
` r

r0

˘2NprqHpr0q

rm´1
0

Nprq “
` r

r0

˘2NprqDpr0q

rm´2
0

Nprq

Npr0q
,

which is (75). �

8. Regularity of stationary maps

8.1. Proposition. — If f PW 1
2 pU,QQp`2qq is squeeze and squash stationary and

let a P U and Bpa, 3r0q Ď U , then f is locally essentially bounded on Bpa, r0q.
Specifically,

}f}2L8pBpa,r0qq ď
C

rm0

ż

Bpa,3r0q

|f |2. (77)

Proof. Assume a “ 0 P U . Let x0 P Bp0, r0q. Then we have
ż 2r0

r0

dρ

ż

BBpx0,ρq

|f |2dH m´1 “

ż

Bpx0,2r0qzBpx0,r0q

|f |2

ď

ż

Bp0,3r0q

|f |2.

Therefore there exists some r1 P pr0, 2r0q such that
ż

BBpx0,r1q

|f |2dH m´1 ď
2

r0

ż

Bp0,3r0q

|f |2.

Moreover one has, according to (74),
ż

Bpx0,rq

|f |2 “

ż r

0

ż

BBpx0,ρq

|f |2

“

ż r

0

Hx0
pρqdρ

ď

ż r

0

` ρ

r0

˘m´1
Hx0pr0qdρ

“
rm

m

Hx0
pr0q

rm´1
0

ď
rm

m

Hx0
pr1q

rm´1
1

ď
Crm

rm0

ż

Bp0,3r0q

|f |2.

Therefore
1

LmpBpx0, rqq

ż

Bpx0,rq

|f |2 ď
C

rm0

ż

Bp0,3r0q

|f |2. (78)

Whenever x0 is a Lebesgue density point of |f |2 P L1pUq, by letting r tend to 0,
(78) gives the desired estimate. �

8.2. Remark. — If a is a Lebesgue density total branch point of a squeeze and
squash stationary map f PW 1

2 pU,QQp`2qq, i.e. if there exists y P `2 such that

lim
rÑ0

1

LmpBpa, rqq

ż

Bpa,rq

G pfpxq, Qrryssq2 “ 0,
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then f is continuous at a. Indeed, apply Proposition 8.1 to the squeeze and squash
stationary map τQrrysspfq, one has that

lim
rÑ0

sup
xPBpa,rq

G pfpxq, fpaqq2 “ lim
rÑ0

C

rm

ż

Bpa,3rq

|τQrrysspfq|
2 “ 0.

Now, for f PW 1
2 pU,QQp`2qq and Bpa, rq Ď U , we will denote by fa,r a mean of

f in the ball Bpa, rq.

8.3. Proposition. — If f P W 1
2 pU,QQp`2qq is squeeze and squash stationary,

then

(1) for any a in U ,

lim
rÑ0

Θaprq “ lim
rÑ0

1

rm´2

ż

Bpa,rq

Df2
“ 0.

(2) in case U “ Bp0, 1q, f is VMO in the following sense: there is a function
ω : r0, 2´1s Ñ R` satisfying lim

rÑ0
ωprq “ 0 such that for any a P Bp0, 2´1q,

r P r0, 2´1s,

1

LmpBpa, rqq

ż

Bpa,rq

G 2pf, fa,rq ď ωprq.

Proof. As in (69), we introduce

µpAq :“

ż

A

Df2 .

We consider two cases.
Case 1. lim

rÑ0
Naprq “ α ą 0.

We then use the monotonicity of frequency (Theorem 7.4) and (75) to infer that,
for some r0 ă distpa, BUq and r P p0, r0s,

Daprq

rm´2
ď

ˆ

r

r0

˙2α
Dapr0q

rm´2
0

,

which converges to 0 as r Ñ 0.
Case 2. lim

rÑ0
Naprq “ 0.

Then, by definition of Naprq and by Proposition 8.1,

Daprq

rm´2
“ Naprq

Haprq

rm´1
ď CNaprq}f}L8pUq,

which converges to 0 as well. This establishes (1).
We now come to (2). The functions Θa : r0, 2´1s Ñ R`, a P Bp0, 2´1q, are

monotone nondecreasing with respect of r by Proposition 5.2, continuous and satisfy
Θap0q “ 0 by (1). Let us introduce

ωprq :“ sup
aPBp0,2´1q

µpBpa, rqq

rm´2
. (79)

By the classical Dini theorem, lim
rÑ0

ωprq “ 0. Then (2) follows from Poincaré’s

inequality. �

8.4. Proposition (Logarithmic decay of normalized energy). — Let f be a squeeze
and squash stationary map in W 1

2 pU,QQp`2qq, Bp0, 3q Ď U . Then there exist C
(depending on }f}L8pBq and α P p0, 1q) such that for every a P Bp0, 2´1q and

r P p0, 2´1s one has

1

LmpBpa, rqq

ż

Bpa,rq

G 2pf, fa,rq ď C
` 1

| ln r|

˘α
.
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In fact,
1

rm´2

ż

Bpa,rq

Df2
ď C

` 1

| ln r|

˘α
.

Proof. We start with ρ0 “
1
2 and define a sequence tρjuj inductively by ρj`1 “ ρ2j .

Thus ρj “ ρ2
j

0 .
Note that, using Proposition 8.1, one has

Θapρj`1q “
Dapρj`1q

ρm´2
j`1

“ Napρj`1q
Hapρj`1q

ρm´1
j`1

ď CNapρj`1q, (80)

and by (75)

Θapρj`1q “
Dapρj`1q

ρm´2
j`1

ď

ˆ

ρj`1

ρj

˙2Napρjq Dapρjq

ρm´2
j

“

ˆ

ρj`1

ρj

˙2Napρjq

Θapρjq. (81)

First suppose that ρ
2Napρjq
j ď 2´1. Then by (81),

Θapρj`1q ď

ˆ

ρj`1

ρj

˙2Napρjq

Θapρjq “ ρ
2Napρjq
j Θapρjq ď

1

2
Θapρjq.

On the other hand, if ρ
2Napρjq
j ą 2´1, then

2Napρjq ln ρj ą ln
`1

2

˘

.

As ρj “ 2´2j , we infer that Napρjq ă 2´j´1. In that case, (80) yields

Θapρj`1q ď C2´j´1.

Recalling (79), we prove that

ωpρj`1q ď max
 

C2´j´1,
1

2
ωpρjq

(

.

It is now standard that for some α P p0, 1q,

ωpρq ď C
` 1

| ln ρ|

˘α
.

We conclude the proof by applying Proposition 8.3(2). �
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