SPIRALING MINIMAL GRAPHS

ALLEN WEITSMAN

ABSTRACT. We consider minimal graphs uw = u(z,y) > 0 over unbounded spiraling domains
D with w = 0 on 8D. We show that such surfaces do exist, but only if the rate of spiraling is
restricted. Restrictions are obtained through the method of extremal length of path families,
and constructions are achieved by means of quasiconformal mappings.

1. Introduction. Let D be an unbounded domain and u(z,y) a positive solution to the
minimal surface equation with vanishing boundary values

Vu
div—— =0, u>0 in D,
(1.1) V14 |[Vul?
u=0 on dD.

It follows from the maximum principle that D must be unbounded, but even here there
are further obstructions. In fact, as observed by Nitsche [N; p.256], if D is contained in a
sector of opening less than m, then (1.1) has no solution.

In this paper we shall examine the obstructions due to spiraling of D. To be precise, we
consider D unbounded and simply connected with 0D a piecewise differentiable Jordan
arc. Then D will be a spiraling domain and its graph F' given by (1.1) a spiraling minimal
graph, if 0D contains a subarc [ tending to oo on which, for a branch of argz on 3, we
have

(1.2) argz — 400 as z — 0.

z€P
Here we are using complex notation z = x + iy for points in D and [ for convenience. If
z(t) —oo <t < oo is a parametrization of 0D, then there exists a branch of arg z(¢) which
is unbounded in at least one direction, that is, as t — —oc or t — 0o. Of course 400 could
be replaced in (1.2) by —oo.

Spiraling minimal graphs will be constructed in §4. However, an interesting question is
whether there are obstructions due to the rate of spiraling of D. In order to quantify this
we shall define the order of a spiral [ satisfying (1.2) by
arg z
(1.3) o(8) = 200 z€f log|z|

We shall prove
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Theorem 1. There exists a universal constant oy such that if D is a spiraling domain
with B as in (1.2) and u satisfying (1.1), then o(B) < og

It would be interesting to know the best possible constant oy and in particular if o(53)
in (1.3) can be positive.
2. Modulus of a path family. Let D be a simply connected unbounded domain in
R2. Let F denote the surface given by u(z), 2z = +izy € D with

dsy = (1 +u? )da] + 2ug up,dzidas + (1 + u))da

and
dSF =\ 1 + |VU|2 dxldl‘g

the respective length and area elements for F'.
For a family I' of curves in D we define the modulus of I" in the metric of F by

modpI" = inf // p*(2)dSF,
D

the inf being taken over all nonnegative measurable functions p on D satisfying

;ré%/wp(z)dsF > 1.

The utility of the modulus comes from the elementary observation that it is a conformal
invariant (cf. [M2; p.65]).

We shall use estimates on the modulus for path families of curves on a surface F' given
by solutions w(z) to the minimal surface equation over domains D asin (1.1).

With D as in Theorem 1, we introduce a complex isothermal coordinate ( for the surface
F given by u over D so that the map ¢ — (1((),x2((),u(x1(¢),x2(¢))) is a conformal
mapping onto F'. We take the parameter space as the upper half plane H = {¢ : Sm { > 0}
with specified positively oriented points a,b € 9D corresponding by (z1(¢),x2(¢)) to
(0,0), (0,1) respectively, and co — oo. The mapping f({) = z1(¢) + iz2(() is then a
univalent harmonic mapping of H onto D.

Path families I" in H correspond to path families on F' which project to path families
f(T) in D. By conformal invariance, the modulus may be computed either in H with the
plane metric, or with the surface metric in D.

When expressed in the coordinates of H, then u = u(() is harmonic. With the special
conditions here that u = 0 on OH, u reflects to a harmonic function in the entire plane;
since u > 0 in H, it must be that u is of the form ¢ 3m ¢ for some real constant ¢ > 0.

In §3 we shall use an ingenious method developed by V. Mikljukov in [M1] and [M2].
(See also [M3; Chapter 9]).
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3. Proof of Theorem 1. We first need the following elementary lemma.

Lemma 1. Suppose that u and D are as in Theorem 1 and o(5) > 1. Then there exists
an absolute constant A such that

(3.1) limsup u(z)/|z] < A

z—00 zED

Proof. Let 7 = e'™. By [JS; Theorem 4 ] there exists a function Vy(z) which has
the value Vy(z) = 0 for z = 7e? (0 < 6 < 27), the value 400 on the portion I = (1,7)
of the real axis, and satisfies the minimal surface equation in A = {|z| < 7}\I. The
function V,,(z) = 7" Vo (77" 2) satisfies the minimal surface equation in the scaled domains
A, = 7"A. Then V,, also has the corresponding boundary values, and

(3.2) Valz) <CT™ 2| < 1

where C' is a constant independent of n.

From the hypotheses, the variation of arg z on the chosen arc satisfies arg z = 4mno(3)
where the arc intersects |z| = 7", and arg z = 47w (n + 1)o(3) where |z| = 7", Thus, by
the maximum principle (cf. [JS; p. 325]), for n large, u(z) < V,(z) in the portion of D
inside |z| < 77, and by (3.2) we then have

(3.3) wz) < Cr" zeD, |z|=m"1 n>N.
This proves (3.1). O

Returning to the proof of Theorem 1, we may assume again that o(5) > 1. Fix a and b
as in §2 and for sufficiently large ¢ >0 let S(¢) be the component of DN {z: |z| =t}
separating a from oo in D. Choosing r large enough so S(r) separates b from oo in D,
and R > r, let T' be the subdomain of D between S(r) and S(R). LetI' =T'(r,R) be
the family of curves in T that join S(r) and S(R).

Following [M2], we define a density function

p(z) = (|2* +u’(2)) 2,

for € B=TnN{r <|z| < R)} and p(z) = 0 for all the remaining values z € D. Hence

J[ 0+ ase

(34) modFF§ R
: 2 2 —1/2
(1 J, (2 + a2(2) /2

A general bound for the numerator in (3.4) has been given in [M2] (see also [W; pp.

622-623))
// \z\2+u2 —2// (I+o dﬁlfz@JrO(l) (R — o0),
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from which we obtain

_d5F 2 oo ~
(3.5) //B P ST e)logR (R o)

Let 7 = €™ as in the proof of Lemma 1. For the denominator in (3.4), let v be a curve in

I’ and +, be the portion of v whose initial point is the last point at which |z| = 7™ and
terminal point is the first point at which |z| = 77!, Now, as in Lemma 1, the variation
of arg z on 7, is (asymptotically) at least 4wo(5).

Thus, for sufficiently large n, 7, encircles the origin at least [o] times, where [o] > 1 is
the greatest integer in o (). Therefore, if [,, is the (Euclidean) length of ~,,, we have

(3.6) l, > 2w[o]m™™ (n > N).

Let 7, project up to 4, in F. Then, it follows from Lemma 1 and (3.6) that

/ I da
pdsp = >
. 5 .CC% _|_ .T% _|_ .,L,g A \/7-277,4—2 + A2T27’L+2

|dz| 27[o]T™
= = =K n>N
B [yn V14 A2+l T /1 + A27n+l [o] (n>N)

where K is an absolute constant.
Thus, with R = 77!, we obtain

/pdsF >nKlo](1+o0(1)) = (1+ 0(1))%1[;]

logR (R — o0).

Using this with (3.5) in (3.4) we obtain

(3.7) modpT < (14 0(1)) 0T
' odrt = ¢ K2[o])2log R’

We now use the conformal invariance of the mapping H — F' as described in §2 together
with (3.7). With a, b, f(¢) as in §2, continuing with [M2; p.67] we take r > 0 so that
S(r) separates b and oo in D. For t > r, let S*(t) = f~1(S(t)) so that S*(¢) has endpoints
on OH in the ¢ plane. Let [(¢) denote the Jordan curve formed by S*(t) along with its
reflection across 9H and G the annular domain between I(r) and I(R). Let T'(r, R) be
the family of curves separating () and I(R) in G. Then since [(r) and [(R) separate 0
(= f~Y(a)) and 1 (= f~1(b)) from oo, the modulus (in the Euclidean metric) satisfies [LV;
pp.32, 56 and 61 (2.10)]

(3.8) mod f‘('r’, R) < %log(w(P +1)),
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where

P = min |¢].
Cg}g)lCl

Now let I* (7, R) be the curves joining I(r) and I(R) in G. Then mod I'*(r, R) = 1/mod I'(r, R).
This follows from conformal invariance and the fact that this is the case for a true annulus
[A; pp. 12,13]. Therefore,

. 2
(3.9) mod I (r, R) > g (16(m(R) T 1))
Let
m(t) = min|¢(2)].
zeD

Then by (3.9), the symmetry principle [A; p.16], and conformal invariance,

(3.10) modgI'(r, R)

= Yog(16(m(R) £ 1))
Thus, (3.10) taken together with (3.7) yields
((3.11)) logm(R) > (1 +0(1))C[o]*log R (R — 00),

where C' is an absolute constant.
Let s = m(R). Then (3.11) gives

(3.12) R < s(HeM)/Cll (R o).
By the maximum principle and Lemma 1 we have

max u(f(¢)) < |Z‘:r512a§eDU(Z) < AR,

which when combined with (3.12) gives

max u(f(Q) < AsHHWVET (5 — o).

Since u(f(¢)) = ¢Sm( it must be that C[o]? < 1 which completes the proof. [
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4. Example of spiraling minimal graph. The goal of this section is to prove the
following

Theorem 2. There exist spiraling domains D with corresponding solutions satisfying (1.1)
over D.

In order to construct the spiraling minimal graph, we shall construct a univalent har-
monic function F(¢) defined in the upper half plane H, and mapping onto a spiraling
domain. The function F can be written in the form H(¢) + G(¢) where H and G
are analytic in H, and then a minimal graph can be represented in parametric form
(ReF(¢), SmF(C),2%m [ /H'(C)G'(¢)d(), (see [Du; pp. 177-178]) as long as the / is
well defined. In the construction which follows, that will be the case.

We first construct a 1-1 conformal mapping h(z) of the upper half plane H using an
approximating quasiconformal mapping. To achieve this we use the following (cf. [D;
Lemma 5.8])

Lemma A. Let ¢ be quasiconformal in the plane such that ©(0) =0, p(1) =1, p(c0) =
oo, and the dilatation

w(z) = p=z(2)/=(2)

satisfies

2
/ \(re®)| do — 0 T — 00.
0

Then, in any fivred annulus Ar = {R™1 <|z| < R} (R > 1),

uniformly in A(R) as 0 <t — co.
Using Lemma A and Lemma 1 we shall prove

Lemma 1. There exist one to one conformal mappings h(¢) mapping the upper half plane
H onto spiraling domains D such that for 0 < 6 <,

(4.1) h(te?) = ¢3/240(MW) i ((3/2)647(1) (1 L 6(1))  (7(t) = 00 as t — o)

and

(4.2) W (te®) = (3/2)tL/2HoMW i /D0+71) (1 4 o(1))  (7(t) = oo as t — oo).
Proof. Let

||
(4.3) a(z) = /0 d(s)/(s+ c)ds
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where 0(s) > 0 is a continuous function which tends to 0 subject only to the condition

that a(z) — 00 as z — 00, and ¢ is a positive constant to be determined later. Then for
fixed k > 1,

a(kt) — a(t) = 6(t) /tkt 1/(s+c)ds (t<t<kt),

so that 57 y
(alkt) - alt)/a(t) = 2 s log =~
In particular
(4.4) alkt)/a(t) -1 ast — co.
Let ¢(z) be defined in H by
(4.5) o(z) = 2%/2ei(®) zeH, 0<argz®? < 31/2,

and D, = ¢(H). Then D, is a spiraling domain. Now let ¢)(w) be the 1-1 conformal
mapping of H onto D, so that 1(0) = 0, (1) = ¢(1), and ¢ (c0) = 0.
Define Q : H — H by

(4.6) Q(z) =¥~ o p(2).

Then Q(z) is quasiconformal in H. In fact,

Q=(2) = ¥y, (p(2)e" P - 2% 2az(2)i,
(4.7)
Q.(2) = vt (p(2)e*®) . 2V 2 (za,(2)i +3/2) 0 <argzt/? < 7/2.
Now, from (4.3),

=(2) = Kz, Qa,(z) =Kz :—5(|Z|)
(4.8) oz(z) = kz, a.(z) =kz, k EEEDE

By (4.7) and (4.8) it follows that the dilatation p(z) of @ satisfies

- Qz(2) zozl 22ki

ule) = Q.(z  zo.i+3/2  |z]Pki+3/2

Thus, from (4.8) it follows that |u(2)| < 1 for sufficiently large ¢ which we so fix,, and
thus @) is quasiconformal in H

Now, by reflection (cf. [LV;p.47]) @ can be extended as a quasiconformal mapping
C — C which we continue to denote by Q. Furthermore, u(z) — 0 as z — oo.
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From Lemma A, we see that
(4.9) 2170 < [Q(2)] < [2]'M (|2] = o0),

and Lemma A applies to the inverse Q! as well. Applying Lemma A to Q! we get for
any fixed R > 1 and 0 <t < o0,

plo(tz) = alz+ealz) (=97 (¥(1) > 0),

Y(tz) = ez + €(2))) = (ce(z + €(2)))3 2etaleelzte(=)

for zin HN{ 0 < argz+e€:(2) < 7} NA(R). Here and in the continuation, €;(z) will denote
quantities having the property that €;(z) — 0 uniformly for 1/R < |z2| < R as t — o0.

As in (4.9), it follows from Lemma A that
(4.10) e =t (1 = o0).

With the previous choice of |/, we define h(z) by

h(z) = =3/ (ei/4,/7)?
so that for z € HN A(R) (t > t,),
h(t) = (e (V7 + e g(V2) Plev T IVEraa(TiVaD),

which with (4.4) simplifies to

(4.11) h(tz) = (c;v/z)%e® v (1 4+ 0(1)) (t — 00, z € HNA(R)).

Notice that (4.11) can be extended to a larger region {—7/2 + € < argz < 37/2 — e} N
A(2R) for small € > 0 and ¢ > ¢, since h is defined in this extended region. Thus, for
t > t,, we may compute dh(tz)/dz for points |z| > 1 in H N A(R) by Cauchy’s formula

(4.12) diih(tz) = % /c % dw,

where C is the circle |w — z| = 1/2.
Inserting (4.11) into (4.12) we obtain

(4.13) diih(tz) = (3/2)63/%21/2621.&(6\/{)(1 +0(1)) (t =00, z€HNA(R)).
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Let ¢ = te?’ with 0 < § < 7. The function h(¢) has most of the properties of the desired
conformal mapping. Specifically, since dh(¢)/d( = (1/t)dh(tz)/dz, it follows from (4.10),
(4.11) and (4.13) that for ( € H ,

3
& ,
(4.14) hQ) = 75 PP D1t o(1)), (8 o),
¢, |
(4.15) W(Q) = (3/2) 575 (2D (1 +0(1)), (t—o0),
and
(4.16) cyp =t (t = o00).
Then (4.1) and (4.2) follow from (4.14), (4.15), and (4.16). O

Proof of Theorem 2. If we now Let h be as in Lemma 1 and define

¢
(4.17) FO=hQ)+ 9@ where g(¢) = / 1/H () du,

1

then, from (4.2) it follows that

=o([¢]"?%), (e>0, [¢| — o).

/ L w) dus

1

(4.18)

so that from (4.1) and (4.18) we have
(4.19) f(te?) = ¢3/2+H0W)ilB/20+7(1) (1 4 5(1)),  (t — o0).

We now show that f is univalent for |(| sufficiently large in H. To see this, consider first
points = > R on the positive real axis for R sufficiently large. Then, from (4.2), (4.17),
and (4.19) we have

3
?Ref’(ac)/f(x)zm>0 (r — o)

so that for large x, d/dxlog|f(x)| > 0. A similar result holds for x < 0. Thus f is 1-1 on
OH N{|z| > R} for sufficiently large R. Also, it is clear from (4.19) that the two boundary
spirals I'1 and I'y in f(OH N {|z| > R}) are disjoint for R sufficiently large.

Since |f(x)| is increasing on {|z| > R} for large R, we may take a circular arc I', in
f(H) connecting a point z; = pe®* on 'y and zo = p2 on I'y. Without loss of generality,
we assume that 0; < 0y < 01 + 27 and may take a (unique) continuation of f=! from z
to 22 on I', for sufficiently large p. Let vy, denote the resulting curve.

Now from (4.17)-(4.19) we have that on v,
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m—af J/cc%? — Re (ten (te'?) —fte_w /H (teif)

" (3/2)t3/2+o(1)ei(39/2+r(t))(1 +o(1)) — (2/3)t1/2+o(1)ei(79/2+f(t))(1 +0(1))
€ 13/210(1) ¢i(30/247(1) (1 + o(1))

a 0N 8(\ 0\ o
%argf(te )—%Jmlogf(te ) =9

= (3/2)t°M (1 + o(1)) (t — o0).

Thus, arg f is increasing on v, for large p. Since, by (4.19), the variation of the argument
of f on v, will be at most (37/2)(1 4 o(1)) it follows that f is 1-1 on ,.

Let Hr = HNA{|{| > R}. Then for large R, f is 1-1 on OHpr, f(oo) = oo, and
the Jacobian of f does not vanish in Hg. Thus, f is 1-1 on Hg. If we replace f({) by

F(¢{) = H(¢) + G(¢), where H(¢) = h(¢ + ¢R) and G(¢) = g(¢ + iR), then F maps H
univalently onto a spiraling domain, and by means of ' we can give a parametrization
X : " — S in conformal coordinates by (ReF(¢), SmF((),2Sm [ /H'(¢)G'(¢)d¢), which

from (4.16) we may write
X(€) = (F(€), Im2()

as desired. O

5. Concluding Remarks. In addition to finding the best constant oy as mentioned in
§1, it would be interesting to see how to replace the lim in (1.3) by limsup. Also, it can be
seen from the construction that the tangent plane to the surface tends to the horizontal
at infinity. It would be interesting to know if this is dictated by the spiraling.
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