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Abstract

In this paper, we study the integration of Hamiltonian wave equations whose solutions have oscillatory behaviors in time and/or space. We are mainly concerned with the research for multi-symplectic extended Runge-Kutta-Nyström (ERKN) discretizations and the corresponding discrete conservation laws. We first show that the discretizations to the Hamiltonian wave equations using two symplectic ERKN methods in space and time respectively lead to an explicit multi-symplectic integrator (Eleap-frogI). Then we derive another multi-symplectic discretization using a symplectic ERKN method in time and a symplectic Partitioned Runge-Kutta method, which is equivalent to the well-known Störmer-Verlet method in space (Eleap-frogII). These two new multi-symplectic schemes are extensions of the leap-frog method. The numerical stability and dispersive properties of the new schemes are analyzed. Numerical experiments with comparisons are presented, where the two new explicit multi-symplectic methods and the leap-frog method are applied to the linear wave equation and the sine-Gordon equation. The numerical results confirm the superior performance and some significant advantages of our new integrators in the sense of structure preservation.
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1. Introduction

It is well-known that symplectic integrators are robust, efficient, and accurate in preserving the long-time behavior of the solutions of Hamiltonian ordinary differential equations (ODEs) \cite{1}. The basic idea of a symplectic integrator is that the numerical scheme is designed to preserve the symplectic form at each time step. Recently, it is shown that many conservative partial differential equations (PDEs), such as wave equations, generalized KdV and nonlinear Schrödinger equations, etc., allow for a structure similar to the symplectic structure of Hamiltonian ODEs, called the multi-symplectic formulation (see, e.g., \cite{2, 3, 4}). For example, in \cite{4}, Marsden and Shkoller develop the multi-symplectic structure of Hamiltonian PDEs from a Lagrangian formulation using a variational principle.

It is natural to design integrators for Hamiltonian PDEs which preserve a semi-discretization of the symplectic form associated with the infinite-dimensional evolution equation. In the past decade, rapid progress
has been made on the development of multi-symplectic integrators of Runge-Kutta type for various Hamiltonian PDEs (see, e.g., [5, 6, 7, 8, 9, 10, 11, 12]). Unfortunately, most of the existing multi-symplectic integrators fail to take into account the oscillatory behavior of the problems of interest, which is important for the solution that has the intrinsic oscillatory behavior.

It is known that most of integrators adapted to the oscillatory problems are frequency-dependent, such as ARKN methods [13, 14, 15, 16, 17], ERKN methods [18, 19, 20, 21], and trigonometrically/exponentially-fitted methods [22, 23, 24, 25]. For nonlinear Schrödinger equations, taking the frequency of the problem into account, several useful trigonometrically/exponentially-fitted methods are proposed (see, e.g., [26, 27, 28, 29, 30, 31, 32]). Some authors, such as González, et al. [33] and Franco [13], are interested in numerical integrators of Runge-Kutta-Nyström type adapted to initial value problems of the form

\[
\begin{align*}
\dot{y}(t) + \omega^2 y(t) &= f(y(t)), \quad t \in [t_0, T], \\
y(t_0) &= y_0, \quad y'(t_0) = y'_0,
\end{align*}
\]

where \(\omega\) is the main frequency and \(\omega > 0\). More recently, a new family of extended Runge-Kutta-Nyström (ERKN) methods are proposed by Yang, et al. [18] for one-dimensional perturbed oscillators and systems of these oscillators with \(\omega^2\) being a diagonal matrix. Furthermore, with the methodology in [18], a standard form of multidimensional ERKN integrators for the general system (1) is formulated by Wu, et al. [19], where \(\omega^2\) is a symmetric positive semi-definite matrix and implicitly contains the frequencies of the problem. The corresponding order conditions are also derived by the authors based on the B-series theory associated with the extended Nyström trees (EN-trees) [19]. These methods preserve the oscillatory feature of the unperturbed oscillators, not only for the updates but also for the internal stages. Numerical results have shown that ERKN methods are superior to other methods for oscillatory systems.

In this paper, we investigate the multi-symplectic ERKN (MSERKN) methods for wave equations as Hamiltonian PDEs. In Section 2, we discuss the conservation laws for Hamiltonian wave equations. In Section 3, we show that the discretization in time and space for Hamiltonian wave equations with two symplectic ERKN (SERKN) methods leads to a multi-symplectic integrator. In Section 4, explicit multi-symplectic schemes are constructed based on the SERKN methods and a symplectic Partitioned Runge-Kutta (SPRK) method. Section 5 is devoted to the numerical experiments, including the dispersive properties of the schemes proposed in this paper. Some conclusions are given in the last section.

2. Conservation laws and multi-symplectic structures of wave equations

2.1. Multi-symplectic conservation laws and multi-symplectic integrators

A multi-Hamiltonian PDE in one time dimension and one space dimension is a PDE that can be formulated in the following way (see [34]). Let \(M\) and \(K\) be any skew-symmetric real \(n \times n\) matrices (\(n \geq 3\)) and let \(S : \mathbb{R}^n \rightarrow \mathbb{R}\) be any smooth function of the state variable \(z\). Then a system of the following form is called a Hamiltonian system on a multi-symplectic structure:

\[
\begin{align*}
Mz_t + Kz_x &= \nabla_z S(z), \quad z \in \mathbb{R}^n, \quad (x, t) \in \mathbb{R}^2,
\end{align*}
\]

where \(\nabla_z\) is the gradient operator corresponding to the standard inner product on \(\mathbb{R}^n\) denoted by \(\langle \cdot, \cdot \rangle\).

The Hamiltonian system (2) is multi-symplectic in the sense that it is associated with two-forms:

\[
\zeta = \frac{1}{2} dz \wedge Mdz, \quad \kappa = \frac{1}{2} dz \wedge Kdz,
\]

which define a space-time symplectic structure governed by the multi-symplectic conservation law

\[
\partial_t \zeta + \partial_x \kappa = 0.
\]

(3)

Let \(L\) be the length of the spatial domain. Then integrating (3) over the spatial domain leads to

\[
\frac{d}{dt} \int_{-L/2}^{L/2} \xi dx + \kappa|_{x=L/2} - \kappa|_{x=-L/2} = 0.
\]
This equation, under appropriate boundary conditions such as \( z(L/2, t) = z(-L/2, t) \), results in the conservation of global symplecticity:

\[
\frac{d}{dt} \zeta(z) = 0, \tag{4}
\]

\( \zeta(z) \) is a reminder indicating that the two-form \( \zeta \) is integrated over all space. A properly chosen semi-discretization of this system may lead to a system of Hamiltonian ODEs with a symplectic form given by a discrete version of (4). An overview of this viewpoint in terms of symplectic time-integration methods is given by McLachlan [35].

Two other conservation laws for the energy and the momentum respectively follow from (3). The local energy conservation law is

\[
\partial_t E(z) + \partial_x F(z) = 0, \tag{5}
\]

where \( E(z) = S(z) - \frac{1}{2} z^T K z_x \) is the energy density and \( F(z) = \frac{1}{2} z^T K z_t \) is the energy flux. The local momentum conservation law is

\[
\partial_t I(z) + \partial_x G(z) = 0, \tag{6}
\]

where \( I(z) = \frac{1}{2} z^T M z_x \) and \( G(z) = S(z) - \frac{1}{2} z^T M z_t \) are the momentum density and the momentum flux, respectively. Similar to the conservation of multi-symplecticity, integrating the local conservation laws (5) and (6) over the spatial domain in \( \mathbb{R}^n \) with periodic boundary conditions leads to global conservation laws

\[
\frac{d}{dt} s(z) = 0 \quad \text{and} \quad \frac{d}{dt} I(z) = 0, \tag{7}
\]

where \( s(z) = \int_{-L/2}^{L/2} E(z) dx \) and \( I(z) = \int_{-L/2}^{L/2} I(z) dx \). We note that the global conservation of energy or momentum (7) is necessary but not sufficient for the local conservation of energy or momentum.

When it comes to the numerical integration, the symplecticity of numerical integrators should be determined.

**Definition 2.1.** [34] A numerical scheme is called multi-symplectic if it preserves a discrete conservation law of (3).

An alternative definition of multi-symplectic integrators based on a discrete form of the symplectic conservation law is suggested by Bridges and Reich [3]. It has been shown that popular methods such as the centered Preissman scheme and the leap-frog method are multi-symplectic and that such schemes have remarkable properties of conserving local energy and momentum.

### 2.2. Conservation laws for wave equations

Consider the following nonlinear wave equation (see [36]):

\[
u_{tt} - u_{xx} + V'(u) = 0, \tag{8}
\]

where \( V(u) \) is certain smooth function and \( u \) is a scalar function. Introducing two new variables \( v = u_t \) and \( w = u_x \), we can write (8) as

\[
\begin{cases}
    v_t - w_x + V'(u) = 0, \\
    v = u_t, \\
    w = u_x.
\end{cases}
\]

By taking \( z = (u, v, w)^T \in \mathbb{R}^3 \), we can obtain a first order PDE system of the abstract form (2) corresponding to (8) (see, e.g., [11]), with

\[
M = \begin{pmatrix}
    0 & -1 & 0 \\
    1 & 0 & 0 \\
    0 & 0 & 0
\end{pmatrix}, \quad K = \begin{pmatrix}
    0 & 0 & 1 \\
    0 & 0 & 0 \\
    -1 & 0 & 0
\end{pmatrix}.
\]
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and the Hamiltonian is $S(z) = \frac{1}{2}(v^2 - w^2) + V(u)$. As mentioned in Subsection 2.1, this system has the multi-symplectic conservation law (3), where $\zeta$ and $\kappa$ are the pre-symplectic forms

$$\zeta = \frac{1}{2} \bar{z} \wedge M \bar{z} = dv \wedge du,$$

$$\kappa = \frac{1}{2} \bar{z} \wedge K \bar{z} = du \wedge dw. \tag{10}$$

By applying the general approach of deriving the local energy and momentum conservation law to the nonlinear wave equation (8), as discussed in the previous subsection, it follows that the local energy conservation law is (5) with $E(z) = \frac{1}{2}(v^2 + w^2) + V(u)$ and $F(z) = -vw$. Meanwhile, the local momentum conservation law is (6) with $I(z) = vw$ and $G(z) = -\frac{1}{2}(v^2 + w^2) + V(u)$ (see [11]).

3. Extended RKN discretization of wave equations

3.1. Extended RKN methods for ODEs

In [18], Yang, et al. investigate ERKN methods for the IVP (1) of the following form :

$$Y_i = \phi_0(c_i, v) y_n + c_i \phi_1(c_i, v) h y_n^0 + h^2 \sum_{j=1}^{s} \bar{a}_{ij}(v) f(t_n + c_j h, Y_j), \quad i = 1, \ldots, s,$$

$$y_{n+1} = \phi_0(v) y_n + \phi_1(v) h y_n^0 + h^2 \sum_{i=1}^{s} \bar{b}_i(v) f(t_n + c_i h, Y_i), \tag{11}$$

$$y_{n+1}' = -v w \phi_1(v) y_n + \phi_0(v) y_n^0 + h \sum_{i=1}^{s} \bar{b}_i(v) f(t_n + c_i h, Y_i),$$

where $\bar{a}_{ij}(v), b_i(v)$ and $\bar{b}_i(v), \ i, j = 1, \ldots, s$, are assumed to be even functions of $v = h\omega$, $\phi_0(v) = \cos(v)$, and $\phi_1(v) = \frac{\sin(v)}{v}$. We denote (11) by $(c_i, b_i, \bar{b}_i, \bar{a}_{ij}, \omega)$ in this paper.

Very recently, ERKN methods are considered for Hamiltonian ODEs, whose solutions exhibit a periodic or oscillatory character. The coefficients of these methods depend on the product of the step size $h$ and the fitted frequency $\omega$, and the methods can be expressed in Butcher tableau as :

$$c_i \bar{A}(v) = \begin{bmatrix} c_1 \bar{a}_{11}(v) & \ldots & \bar{a}_{1s}(v) \\ \vdots & \ddots & \vdots \\ c_s \bar{a}_{s1}(v) & \ldots & \bar{a}_{ss}(v) \end{bmatrix} \begin{bmatrix} \bar{b}_1(v) \\ \vdots \\ \bar{b}_s(v) \end{bmatrix}$$

The symplecticity conditions for ERKN methods are given by the next theorem.

**Theorem 3.1.** (Wu, et al. [37, 20]) *If the coefficients of an $s$-stage ERKN method satisfy the following conditions

$$\bar{b}_i(v) \left( \phi_0(v) + \frac{c_i v^2 \phi_1(v) \phi_1(c_i, v)}{\phi_0(c_i, v)} \right) = \bar{b}_i(v) \left( \phi_1(v) - \frac{c_i \phi_0(v) \phi_1(c_i, v)}{\phi_0(c_i, v)} \right), \quad i = 1, \ldots, s,$$

$$b_i(v) \left( \bar{b}_j(v) - \frac{\bar{a}_{ij}(v) \phi_0(v)}{\phi_0(c_i, v)} \right) - \bar{b}_i(v) \bar{a}_{ij}(v) \phi_1(v) = b_j(v) \left( \bar{b}_i(v) - \frac{\bar{a}_{ji}(v) \phi_0(v)}{\phi_0(c_j, v)} \right) - \bar{b}_j(v) \bar{a}_{ji}(v) \phi_1(v), \quad i, j = 1, \ldots, s, \tag{12}$$

then the method is symplectic.*
Remark 3.1. When $\omega \to 0$, the scheme (11) reduces to a classical RKN method in Hairer, et al. [38]. In this case, the symplecticity conditions of (12) become

$$
\begin{align*}
\bar{b}_i &= (1 - c_i)b_i, \\
\bar{b}_i(\bar{b}_j - \bar{a}_{ij}) &= \bar{b}_j(\bar{b}_i - \bar{a}_{ij}),
\end{align*}
$$

for $i = 1, \ldots, s$, $i \neq j = 1, \ldots, s$, which are obtained by Suris [39] for the symplecticity of an $s$-stage RKN method.

3.2. Multi-symplectic extended RKN discretization

In order to derive the new MSERKN methods, we first consider the discretization of the equation (8) by employing the following two different SERKN methods in temporal and spatial directions, respectively:

$$
\begin{align*}
\begin{pmatrix}
c_1 & \tilde{a}_{11}(v_x) & \cdots & \tilde{a}_{1r}(v_x) \\
\vdots & \ddots & \ddots & \vdots \\
c_r & \tilde{a}_{r1}(v_x) & \cdots & \tilde{a}_{rr}(v_x)
\end{pmatrix} & = \\
\begin{pmatrix}
0 & \tilde{b}_1(v_x) & \cdots & \tilde{b}_r(v_x)
\end{pmatrix} \\
\begin{pmatrix}
b_1(v_x) & \cdots & b_r(v_x)
\end{pmatrix},
\end{align*}
$$

Theorem 3.2. Assume that a method results from the temporal discretization of the wave equation (8) with an $r$-stage SERKN scheme $\{c_i, b_i, \tilde{b}_i, \tilde{a}_{ij}, \omega_i, \}$ and spatial discretization with an $s$-stage SERKN scheme $\{\bar{c}_i, \bar{b}_i, \bar{\tilde{b}}_i, \bar{\tilde{a}}_{ij}, \bar{\omega}_i, \}$, where the coefficients satisfy the symplectic conditions

$$
\begin{align*}
\tilde{b}_i(v_x) \left( \phi_0(v_x) + \frac{c_i v_x^2 \phi_1(v_x) \phi_1(c_i v_x)}{\phi_0(c_i v_x)} \right) &= b_i(v_x) \left( \phi_1(v_x) - \frac{c_i \phi_0(v_x) \phi_1(v_x)}{\phi_0(c_i v_x)} \right), \\
& \quad i = 1, \ldots, r,
\end{align*}
$$

and

$$
\begin{align*}
\bar{\tilde{b}}_i(v_x) \left( \phi_0(v_x) + \frac{\bar{c}_i v_x^2 \phi_1(v_x) \phi_1(\bar{c}_i v_x)}{\phi_0(\bar{c}_i v_x)} \right) &= \bar{b}_i(v_x) \left( \phi_1(v_x) - \frac{\bar{c}_i \phi_0(v_x) \phi_1(v_x)}{\phi_0(\bar{c}_i v_x)} \right), \\
& \quad i = 1, \ldots, s,
\end{align*}
$$

respectively. The method is said to be multi-symplectic in the sense that it satisfies the discrete multi-symplectic conservation law

$$
\begin{align*}
\sum_{i=1}^{r} \left( \frac{1}{\phi_0(\bar{c}_i v_x)} (\bar{b}_i \phi_0(v_x) + \bar{\tilde{b}}_i v_x^2 \phi_1(v_x)) \right) (dv_m^{n+1} \wedge du_m^{n+1} - dv_m^{n} \wedge du_m^{n}) h \\
+ \sum_{k=1}^{s} \left( \frac{1}{\phi_0(c_i v_x)} (b_k \phi_0(v_x) + \tilde{b}_k v_x^2 \phi_1(v_x)) \right) (du_m^{n,k} \wedge dw_m^{n,k} - du_m^{n} \wedge dw_m^{n,k}) \tau = 0,
\end{align*}
$$

where $\tau$ and $h$ are the step-size of time and space, respectively.
Proof. We first apply an $s$-stage SERKN method with the spatial discretization and rewrite equation (8) as

$$
\begin{align*}
U_i &= \phi_0(\tilde{c}_i, v_x)u_{m} + \tilde{c}_i \phi_1(\tilde{c}_i, v_x)h w_{m} + h^2 \sum_{j=1}^{s} \tilde{a}_{ij}(v_x)f_j, \quad i = 1, \ldots, s, \\
u_{m+1} &= \phi_0(v_x)u_{m} + \phi_1(v_x)h w_{m} + h^2 \sum_{i=1}^{s} \tilde{b}_i(v_x)f_i, \\
w_{m+1} &= -v_x \omega_4 \phi_1(v_x)u_{m} + \phi_0(v_x)w_{m} + h \sum_{i=1}^{s} \tilde{b}_i(v_x)f_i,
\end{align*}
$$

where $f_i = f(U_i) = \omega^2_i U_i + \partial_{xx} U_i$. Having $\phi_0(v) = \cos(v)$ and $\phi_1(v) = \frac{\sin(v)}{v}$ in mind, we proceed with

$$
du_{m+1} \wedge dw_{m+1} = du_m \wedge dw_m + h \sum_{i=1}^{s} \left( \frac{1}{\phi_0(\tilde{c}_i, v_x)} \left( \tilde{b}_i(v_x)\phi_0(v_x) + \tilde{b}_i(v_x)v_x^2 \phi_1(v_x) \right) \right) du_i \wedge df_i + h^2 \sum_{i,j=1}^{s} \tilde{b}_i(v_x) \tilde{b}_j(v_x)df_i \wedge df_j.
$$

Together with (14), this is further transformed to

$$
du_{m+1} \wedge dw_{m+1} = du_m \wedge dw_m + h \sum_{i=1}^{s} \left( \frac{1}{\phi_0(\tilde{c}_i, v_x)} \left( \tilde{b}_i(v_x)\phi_0(v_x) + \tilde{b}_i(v_x)v_x^2 \phi_1(v_x) \right) \right) du_i \wedge df_i + h^2 \sum_{i,j=1}^{s} \tilde{b}_i(v_x) \tilde{b}_j(v_x)df_i \wedge df_j.
$$

Then, we obtain the following semi-symplectic conservation law in space:

$$
du_{m+1} \wedge dw_{m+1} = du_m \wedge dw_m + h \sum_{i=1}^{s} \left( \frac{1}{\phi_0(\tilde{c}_i, v_x)} \left( \tilde{b}_i(v_x)\phi_0(v_x) + \tilde{b}_i(v_x)v_x^2 \phi_1(v_x) \right) \right) du_i \wedge \partial_x dw_i. \quad (16)
$$

The next step is the discretization in time over a time interval $[0, \tau]$. For simplicity, we set $m = 0$ and assume that $x_m = 0$. We use the $r$-stage SERKN method and obtain

$$
\begin{align*}
U^k_i &= \phi_0(c_k,v_x)u^0_i + c_k \phi_1(c_k,v_x)\tau v^0_i + \tau^2 \sum_{k=1}^{r} \tilde{a}_k(v_x)g^k_i, \quad k = 1, \ldots, r, \\
u^1_i &= \phi_0(v_x)u^0_i + \phi_1(v_x)\tau v^0_i + \tau^2 \sum_{k=1}^{r} \tilde{b}_k(v_x)g^k_i, \\
v^1_i &= -v_x \omega_4 \phi_1(v_x)u^0_i + \phi_0(v_x)v^0_i + \tau^2 \sum_{k=1}^{r} b_k(v_x)g^k_i.
\end{align*}
$$

Here, we introduce the notation

$$
U^k \approx u(\tilde{c}_k, h, c_k \tau), \quad V^k \approx v(\tilde{c}_k, h, c_k \tau), \quad u^1 \approx u(\tilde{c}_h, h, \tau), \quad v^1 \approx v(\tilde{c}_h, \tau), \quad g^k = g(U^k) = \omega^2 U^k + \partial_{xx} U^k.
$$

Likewise, we can obtain the identity

$$
du^1_i \wedge dv^1_i = du^0_i \wedge v^0_i + \tau \sum_{k=1}^{r} \left( \frac{1}{\phi_0(c_k v_x)} \left( \tilde{b}_k(v_x)\phi_0(v_x) + \tilde{b}_k(v_x)v_x^2 \phi_1(v_x) \right) \right) du^k_i \wedge \partial_x dv^k_i.
$$
This is the symplectic conservation law in time direction. For any $x = x_{m,i} = x_m + \bar{c}_i \tau$, $t = t_{n,k} = t_n + c_k \tau$, the above identity can be transformed to

$$du_{m,j}^{n+1} \wedge dv_{m,j}^{n+1} - du_{m,j}^{n} \wedge dv_{m,j}^{n} = \tau \sum_{k=1}^{r} \left( \frac{1}{\phi_0(c_k \nu_i)} \left( \bar{b}_k(v_i) \phi_0(v_i) + \bar{b}_k(v_i) v_i^2 \phi_1(v_i) \right) \right) (dU_{m,j}^{n,k} \wedge \partial_t dV_{m,j}^{n,k}). \quad (17)$$

Next, we rewrite (16) for $t = t_{n,k}$ as

$$du_{m+1}^{n,k} \wedge dv_{m+1}^{n,k} - du_{m}^{n,k} \wedge w_{m}^{n,k} = h \sum_{i=1}^{s} \left( \frac{1}{\phi_0(c_i \nu_x)} \left( \bar{b}_i(\nu_x) \phi_0(\nu_x) + \bar{b}_i(\nu_x) v_x^2 \phi_1(\nu_x) \right) \right) (dU_{m,j}^{n,k} \wedge \partial_x dw_{m,j}^{n,k}). \quad (18)$$

It finally follows from (17) and (18) that the discrete multi-symplectic conservation law (15) holds. $\square$

Meanwhile, the fully-discrete scheme for (8) is given by

$$\begin{aligned}
U_{m,j}^{n,k} &= \phi_0(c_i \nu_x) u_{m,j}^{n,k} + \bar{c}_i \phi_1(c_i \nu_x) h w_{m,j}^{n,k} + h^2 \sum_{j=1}^{r} \tilde{a}_{ij}(v_x) f_{m,j}^{n,k}, \quad i = 1, \ldots, s, \\
u_{m,j}^{n+1} &= \phi_0(v_x) u_{m,j}^{n,k} + \phi_1(v_x) h w_{m,j}^{n,k} + h^2 \sum_{j=1}^{r} \tilde{b}_j(v_x) g_{m,j}^{n,k}, \\
U_{m,j}^{n,k} &= \phi_0(c_k \nu_x) v_{m,j}^{n,k} + c_k \phi_1(c_k \nu_x) \nabla v_{m,j}^{n,k} + \tau^2 \sum_{j=1}^{r} \tilde{a}_{ij}(v_x) g_{m,j}^{n,k}, \quad k = 1, \ldots, r, \\
u_{m,j}^{n+1} &= \phi_0(v_x) u_{m,j}^{n,k} + \phi_1(v_x) \nabla v_{m,j}^{n,k} + \tau^2 \sum_{j=1}^{r} \tilde{b}_j(v_x) g_{m,j}^{n,k},
\end{aligned} \quad (19)$$

where we have used the following notation:

- $U_{m,j}^{n,k} \approx u(x_m + \bar{c}_i \tau, t_n + c_k \tau)$,
- $u_{m,j}^{n,k} \approx u(x_m + \bar{c}_i \tau, t_n + \tau)$,
- $v_{m,j}^{n+1} \approx v(x_m + \bar{c}_i \tau, t_{n+1})$,
- $u_{m+1}^{n,k} \approx u(x_m + h, t_n + c_k \tau)$,
- $v_{m+1}^{n+1} \approx v(x_m + h, t_{n+1})$,
- $g_{m,j}^{n,k} = g(U_{m,j}^{n,k}) \approx \omega_x^2 U_{m,j}^{n,k} + \partial_{n_x} U_{m,j}^{n,k} = \omega_x^2 U_{m,j}^{n,k} + \partial_{x} U_{m,j}^{n,k} - V'(U_{m,j}^{n,k})$,
- $f_{m,j}^{n,k} = f(U_{m,j}^{n,k}) \approx \omega_x^2 U_{m,j}^{n,k} + \partial_{x} U_{m,j}^{n,k}$.

The formula (15) can be understood as the approximation of the integral of (3) over the domain $[x_m, x_{m+1}] \times [t_n, t_{n+1}]$. That is, (15) approximates

$$\begin{aligned}
&\int_{x_m}^{x_{m+1}} (dv(x, t_{n+1}) \wedge du(x, t_{n+1}) - dv(x, t_{n}) \wedge du(x, t_{n})) dx \\
&+ \int_{t_n}^{t_{n+1}} (du(x_{m+1}, t) \wedge dw(x_{m+1}, t) - du(x_{m}, t) \wedge dw(x_{m}, t)) dt = 0, \quad (20)
\end{aligned}$$

with SERKN methods for the evaluation of the two integrals.

When the problems with periodic boundary conditions are considered, (15) has another interesting consequence. Let us take the sum of the identity (15) over all spatial grid points $m = 1, \ldots, M$ as:

$$\sum_{m=1}^{M} \left\{ \sum_{i=1}^{s} \left( \frac{1}{\phi_0(c_i \nu_x)} \left( \bar{b}_i(\nu_x) \phi_0(\nu_x) + \bar{b}_i(\nu_x) v_x^2 \phi_1(\nu_x) \right) \right) (dV_{m,i}^{n+1} \wedge du_{m,i}^{n+1} - du_{m,i}^{n,k} \wedge du_{m,i}^{n}) \right\} h
+ \sum_{k=1}^{r} \left( \frac{1}{\phi_0(c_k \nu_x)} \left( \bar{b}_k(\nu_x) \phi_0(\nu_x) + \bar{b}_k(\nu_x) v_x^2 \phi_1(\nu_x) \right) \right) (du_{m+1}^{n,k} \wedge dv_{m+1}^{n,k} - du_{m}^{n,k} \wedge dv_{m}^{n,k}) \tau = 0. \quad (21)$$
Periodic boundary conditions in space imply

\[ \sum_{m=1}^{M} \sum_{k=1}^{r} \left( \frac{1}{\phi_0(\xi_k \nu)} \left( b_k(\nu_i)\phi_0(\nu_i) + \tilde{b}_k(\nu_i)\nu_i^2\phi_1(\nu_i) \right) \right) (du_{m+1}^{n,k} \wedge dw_{m+1}^{n,k} - du_{m}^{n,k} \wedge dw_{m}^{n,k}) \tau \\
= \sum_{k=1}^{r} \left( \frac{1}{\phi_0(\xi_k \nu)} \left( b_k(\nu_i)\phi_0(\nu_i) + \tilde{b}_k(\nu_i)\nu_i^2\phi_1(\nu_i) \right) \right) (du_{m+1}^{n,k} \wedge dw_{m+1}^{n,k} - du_{m}^{n,k} \wedge dw_{m}^{n,k}) \tau = 0, \]

which in turn transforms (21) to

\[ \sum_{m=1}^{M} \sum_{i=1}^{s} \left( \frac{1}{\phi_0(\xi_i \nu)} \left( \tilde{b}_i(\nu_i)\phi_0(\nu_i) + \tilde{\tilde{b}}_i(\nu_i)\nu_i^2\phi_1(\nu_i) \right) \right) dv_{m,i}^{n+1} \wedge du_{m,i}^{n+1} \\
= \sum_{m=1}^{M} \sum_{i=1}^{s} \left( \frac{1}{\phi_0(\xi_i \nu)} \left( \tilde{b}_i(\nu_i)\phi_0(\nu_i) + \tilde{\tilde{b}}_i(\nu_i)\nu_i^2\phi_1(\nu_i) \right) \right) dv_{m,i}^{n} \wedge du_{m,i}^{n}. \]

This is precisely the conservation of symplecticity in time. It is also the discretization of the total symplectic conservation (4) with (9).

**Remark 3.2.** By abuse of notation, we denote the fitted temporal frequency and spatial frequency in the two SERKN methods \{(\xi_i, \tilde{\xi}_i, \tilde{\xi}_i, \omega_i)\} and \{(\xi_i, \tilde{\xi}_i, \tilde{\xi}_i, \omega_i)\} by \(\omega_i\) and \(\omega_i\), respectively. Obviously, when \(\omega_i \to 0\) and \(\omega_i \to 0\), the MSERKN methods become multi-symplectic RKN (MSRKN) methods.

**Remark 3.3.** Theorem 3.2 shows that concatenation of SERKN methods can produce a multi-symplectic integrator for Hamiltonian wave equations. It is remarked that the above idea may apply equally to some other Hamiltonian PDEs.

For Hamiltonian PDEs with oscillations in both space and time directions, two SERKN methods are used in space and time respectively. For the case that oscillation exists only in time direction, we propose the following multi-symplectic discretizations.

**Theorem 3.3.** The wave equation (8) discretized by an SPRK method in space and an SERKN method in time has a discrete multi-symplectic conservation law.

The proof is similar to that of Theorem 3.2. As an example, we use SERKN discretization in time and the following SPRK discretization in space (which can be regarded as the Störmer-Verlet formula):

\[
\begin{array}{ccc}
0 & 0 & 0 \\
1 & \frac{1}{2} & 1 \\
\frac{1}{2} & \frac{1}{2} & 1 \\
\end{array}
\quad
\begin{array}{ccc}
0 & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 \\
\end{array}
\]

**Proof:** We first apply the SPRK method (22) to the spatial discretization for \(u\) and \(w\) respectively and obtain

\[
\begin{align*}
U_{m,1} &= u_m, \\
U_{m,2} &= u_{m+1}, \\
W_{m,1} &= w_m + \frac{h}{2} \partial_{xx} u_m, \\
W_{m,2} &= w_m + \frac{h}{2} \partial_{xx} u_m, \\
u_{m+1} &= u_{m} + \frac{h}{2} (W_{m,1} + W_{m,2}), \\
w_{m+1} &= w_{m} + \frac{h}{2} (\partial_{xx} U_{m,1} + \partial_{xx} U_{m,2}).
\end{align*}
\]
Then proceed with
\[
du_{m+1} \land dw_{m+1} = d(u_m + hw_m + \frac{h^2}{2} \partial_{xx} u_m) \land d(w_m + \frac{h}{2} \partial_{xx} u_m + \frac{h}{2} \partial_{xx} u_{m+1})
\]
\[
= du_m \land dw_m + \frac{h}{2} du_m \land \partial_{xx} du_m + \frac{h}{2} du_{m+1} \land \partial_{xx} du_{m+1}
\]
\[
= du_m \land dw_m + \frac{h}{2} dU_{m,1} \land \partial_{xx} dU_{m,1} + \frac{h}{2} dU_{m,2} \land \partial_{xx} dU_{m,2}
\]
\[
= du_m \land dw_m + \frac{h}{2} dU_{m,1} \land \partial_x dW_{m,1} + \frac{h}{2} dU_{m,2} \land \partial_x dW_{m,2}
\]
\[
= du_m \land dw_m + \frac{h}{2} \sum_{i=1}^r (dU_{m,i} \land \partial_x dW_{m,i}).
\]

That is,
\[
du_{m+1} \land dw_{m+1} - du_m \land dw_m = \frac{h}{2} \sum_{i=1}^r (dU_{m,i} \land \partial_x dW_{m,i}). \tag{24}
\]

For \( t = t_n \), we rewrite (24) as
\[
du^{n,k}_{m+1} \land dw^{n,k}_{m+1} - du^{n,k}_{m} \land dw^{n,k}_{m} = \frac{h}{2} \sum_{i=1}^r (dU^{n,k}_{m,i} \land \partial_x dW^{n,k}_{m,i}). \tag{25}
\]

It follows from (17) and (25) that the multi-symplectic conservation law is
\[
\sum_{i=1}^r \left( \frac{1}{2} (dU^{n,k}_{m,i} \land dU^{n,k}_{m,i} - dU^{n,k}_{m,i} \land dU^{n,k}_{m,i})h + \sum_{k=1}^r \left( \frac{1}{2} (b_k(v_i)\phi_0(v_i) + \bar{b}_k(v_i)\bar{\nu}_i^2 \phi_1(v_i)) \right) (du^{n,k}_{m+1} \land dw^{n,k}_{m+1} - du^{n,k}_{m} \land dw^{n,k}_{m}) \right) = 0. \tag{26}
\]

Similarly, we can also obtain the following fully-discrete scheme for (8)

\[
\begin{align*}
  u^{n,k}_{m+1} &= u^{n,k}_m + h w^{n,k}_m + \frac{h^2}{2} \partial_{xx} u^{n,k}_m, \\
  w^{n,k}_{m+1} &= w^{n,k}_m + \frac{h}{2} (\partial_{xx} u^{n,k}_m + \partial_{xx} u^{n,k}_{m+1}), \\
  U^{n,k}_m &= \phi_0(c_k v_i) u^{n,k}_m + c_k \phi_1(c_k v_i) v^{n}_m + \tau^2 \sum_{l=1}^r \bar{a}_l(v_i) g^{n,j}_{m}, \quad k = 1, \ldots, r, \\
  U^{n+1}_m &= \phi_0(v_i) u^{n+1}_m + \phi_1(v_i) v^{n+1}_m + \tau^2 \sum_{k=1}^r \bar{b}_k(v_i) g^{n,k}_{m}, \\
  V^{n+1}_m &= -v_i \omega_1 \phi_1(v_i) u^{n+1}_m + \phi_0(v_i) v^{n+1}_m + \tau^2 \sum_{k=1}^r \bar{b}_k(v_i) g^{n,k}_{m}.
\end{align*}
\]

4. Construction of explicit multi-symplectic schemes

Based on the general framework presented in Section 3, a large number of novel multi-symplectic schemes can be constructed. Here, an un doubted fact is that, symplectic Runge-Kutta schemes for the integration of general Hamiltonian systems are usually implicit, and multi-symplectic integrators constructed by concatenating symplectic Runge-Kutta methods and/or symplectic partitioned Runge-Kutta methods are usually implicit. Thus, in practice, one has to solve implicit algebraic equations, often by using some iterative approximation methods. In this case, the resulting integration scheme may no longer be symplectic. The advantage of explicit symplectic integrators, when compared with fully implicit or partly implicit methods, is that they do not require the solution of large and complicated systems of nonlinear algebraic or transcendental equations. Therefore, it is clear that the computational cost of an implicit multi-symplectic method is usually higher than that of an explicit one. Consequently, in this section, we construct two explicit multi-symplectic schemes, which are actually two multi-symplectic extended leap-frog methods. It can be observed that when \( \omega_1 \rightarrow 0, \omega_r \rightarrow 0 \), these two new schemes Eleap-frogI and Eleap-frogII reduce to classical leap-frog schemes.
4.1. Extended leap-frog scheme I: An explicit multi-symplectic ERKN scheme

In this subsection, we pay attention to constructing an explicit 2-stage MSERKN scheme of order 2. First of all, since $\partial_{xx} U_{m,j}^{n,k}$ appear in (19), we observe that we cannot obtain $U_{m,j}^{n+1}$ and $v_{m,j}^{n+1}$ explicitly provided that $\partial_{xx} U_{m,j}^{n,k}$ could not be expressed explicitly. This means that, even if we use explicit SERKN methods for both spatial and temporal discretizations, the resulting multi-symplectic scheme may not be necessarily explicit. We take the spatial discretization as an example. If we chose $\tilde{c} = [0, 1]^T$, $\tilde{b}_1(v_x) = \tilde{a}_1(v_x)$, and $\tilde{b}_2(v_x) = \tilde{a}_2(v_x) = 0$, then $U_{m,j}^{n,k} = u_{m,j}^{n,k}$, $U_{m,j}^{n+1} = u_{m,j}^{n+1}$, and the second and third equations in (19) become

$$\begin{align*}
u_{m+1}^{n,k} &= \nu_{m+1}^{n,k} + \nu_{m}^{n,k} + \nu_{m+1}^{n,k} + h^2 b_1(v_x) u_{m}^{n,k} + \nu_{m+1}^{n,k} + \nu_{m+1}^{n,k}, \\
u_{m+1}^{n,k} &= -\nu_{m}^{n,k} + \nu_{m}^{n,k} + \nu_{m+1}^{n,k} + h^2 b_1(v_x) u_{m}^{n,k} + \nu_{m+1}^{n,k} + \nu_{m+1}^{n,k}.
\end{align*}$$

From this we derive that

$$\partial_{xx} U_{m+1}^{n,k} = \nu_{m+1}^{n,k} - \nu_{m}^{n,k} - \nu_{m+1}^{n,k} + h^2 b_1(v_x) u_{m}^{n,k} - \omega^2 u_{m+1}^{n,k},$$

and then

$$\partial_{xx} U_{m+1}^{n,k} = \nu_{m+2}^{n,k} - \nu_{m+1}^{n,k} - \nu_{m+1}^{n,k} + h^2 b_1(v_x) u_{m}^{n,k} - \omega^2 u_{m+1}^{n,k}. $$

Then it follows that

$$w_{m+1}^{n,k} = -\nu_{m}^{n,k} + \nu_{m}^{n,k} + \nu_{m+1}^{n,k} + h^2 b_1(v_x) u_{m}^{n,k} + \nu_{m+1}^{n,k} + \nu_{m+1}^{n,k}.$$

Assuming $\tilde{b}_1(v_x) = \tilde{b}_1(0) \frac{\nu_{m+1}^{n,k}}{\tilde{b}_1(v_x)}$, then we have $w_{m+1}^{n,k} = \tilde{b}_2(v_x) u_{m+2}^{n,k} - (\tilde{b}_1(v_x) \nu_{m}^{n,k} + \tilde{b}_1(v_x) \nu_{m}^{n,k} + \nu_{m+1}^{n,k} + \nu_{m+1}^{n,k}) + \tilde{b}_2(v_x) \nu_{m+1}^{n,k}.$

Therefore, from (28), together with the symplectic conditions (13), (14) and order conditions of ERKN methods proposed in [18], we can construct several 2-stage SERKN methods of order 2. In this paper, we consider the following 2-stage SERKN methods of order 2 for the two directional discretizations, which can be expressed in Butcher tableaus:

\begin{align}
\begin{array}{c|ccc}
0 & 0 & 0 \\
1 & \phi_2(v_x) & 0 \\
\hline \\
\tilde{b}(v_x) & \phi_2(v_x) & 0 \\
b(v_x) & \phi_0(v_x) \phi_2(v_x) & \phi_1(v_x) - \phi_0(v_x) \phi_2(v_x) \\
\end{array}
\end{align}

\begin{align}
\begin{array}{c|ccc}
0 & 0 & 0 \\
1 & \phi_2(v_x) & 0 \\
\hline \\
\tilde{b}(v_x) & \phi_2(v_x) & 0 \\
b(v_x) & \phi_0(v_x) \phi_2(v_x) & \phi_1(v_x) - \phi_0(v_x) \phi_2(v_x) \\
\end{array}
\end{align}
where $\phi_2(v) = \frac{1 - \phi_0(v)}{v^2}$.

Note that as $\omega_t \to 0$, $\omega_x \to 0$, the above two SERKN methods (29) and (30) for time and space discretizations, respectively, reduce to the same classical 2-stage symplectic RKN (SRKN) method of order 2:

\[
\begin{array}{ccc}
0 & 0 & 0 \\
1 & \frac{1}{2} & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} \\
1 & \frac{1}{2} & \frac{1}{2} \\
\end{array}
\]

This coincides with the leap-frog method

\[
\frac{q_{n+1} - 2q_n + q_{n-1}}{h^2} = f(q)
\]

for problem $\dot{p} = f(q)$, $\dot{q} = p$. The leap-frog method can be translated from the following 1-stage SRKN method of order 2 by exchanging the roles of $p$ and $q$:

\[
\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2} \\
1 \\
\end{array}
\]

With the discretizations of the SERKN methods (29) and (30), (19) becomes the following scheme

\[
\begin{align*}
U_{m+1}^n &= U_m^n, \\
(\partial_{x} U)_m^n &= \frac{U_{m+1}^n - 2U_m^n + U_{m-1}^n}{2h^2\phi_2(v)} , \\
U_m^{n+1} &= \phi_0(v_j)u_m^n + \phi_1(v_j)v_m^n + \tau^2 \phi_2(v_j) \left( \omega_t^2 U_m^{n+1} + \partial_{xx} U_m^{n+1} - V(U_m^{n+1}) \right) , \\
(\partial_{xx} U)_m^n &= \frac{U_m^{n+1} - 2U_m^n + U_m^{n-1}}{2h^2\phi_2(v)} ,
\end{align*}
\]

where $\omega_t = \frac{\omega_t}{\tau}$ and $\omega_x = \frac{\omega_x}{\tau}$. For problem $\dot{p}_x = f(x)$, $\dot{q}_x = x$, this scheme gives the discretizations for $(\partial_{x} u)_m^n$ and $(\partial_{xx} u)_m^n$ by $(\partial_{x} u)_m^n = \frac{u_{m+1}^n - 2u_m^n + u_{m-1}^n}{2h^2\phi_2(v)}$, respectively. This also deduces an extended leap-frog scheme:

\[
\begin{align*}
\frac{u_{m+1}^{n+1} - 2u_m^{n+1} + u_{m-1}^{n+1}}{2\tau^2\phi_2(v_j)} &= \frac{u_{m+1}^n - 2u_m^n + u_{m-1}^n}{2h^2\phi_2(v_j)} - V(u_m^n). \\
\end{align*}
\]

We refer to the scheme (33) as Eleap-frogII and use this scheme to solve a linear wave equation (Problem 1) in the next section. Meanwhile, the discretizations of $w$ and $v$ are given by

\[
\begin{align*}
\frac{w_{m+1}^{n+1} - w_m^{n+1}}{2h\phi_1(v_j)} &= \frac{w_m^{n+2} - w_m^n}{2\tau\phi_1(v_j)}, \\
\end{align*}
\]

Furthermore, we have the following theorem.
Theorem 4.1. By simply exchanging the roles of $u$ and $w$ in space and $u$ and $v$ in time, the MSERKN scheme given by the following 1-stage SERKN methods of order 2 for the two directional discretizations can be transformed into the MSERKN scheme (33):

\begin{equation}
\begin{array}{c|cc}
\frac{1}{2} & 0 \\
\hat{b}(v_t) & \phi_1(\frac{v_x}{2})/2\phi_0(\frac{v_x}{2}) \\
b(v_t) & \phi_1(\frac{v_x}{2}) \\
\end{array}
\end{equation}

(34)

\begin{equation}
\begin{array}{c|cc}
\frac{1}{2} & 0 \\
\hat{b}(v_x) & \phi_1(\frac{v_y}{2})/2\phi_0(\frac{v_y}{2}) \\
b(v_x) & \phi_1(\frac{v_y}{2}) \\
\end{array}
\end{equation}

(35)

Proof. Firstly, the symplecticity of the schemes (34) and (35) can be directly obtained from Theorem 3.1.

Then, we only show the details for the space discretization, and those for the time discretization are similar. Applying the 1-stage SERKN method (35) with the spatial discretization yields

\begin{equation}
\begin{aligned}
U_1 &= \phi_0(\frac{v_x}{2})u_m + \frac{1}{2}\phi_1(\frac{v_x}{2})hw_m, \\
u_{m+1} &= \phi_0(v_x)u_m + \phi_1(v_x)hw_m + h^2\hat{b}(v_x)f_1, \\
w_{m+1} &= -v_x\omega_x\phi_1(v_x)u_m + \phi_0(v_x)w_m + h\hat{b}(v_x)f_1,
\end{aligned}
\end{equation}

(36)

where $f_1 = f(U_1) = \omega_x^2U_1 + \partial_{xx}U_1$. From the last two equations in (36), we get

\begin{equation}
\begin{aligned}
u_{m+1} &= \phi_0(v_x)u_m + \phi_1(v_x)hw_m + h^2\hat{b}(v_x)f_1 \\
&= \phi_0(v_x)u_m + \phi_1(v_x)hw_m + h^2\hat{b}(v_x)\frac{w_{m+1} + v_x\omega_x\phi_1(v_x)u_m - \phi_0(v_x)w_m}{h\hat{b}(v_x)} \\
&= \phi_0(v_x)u_m + \phi_1(v_x)hw_m + \frac{\hat{b}(v_x)}{\hat{b}(v_x)}w_{m+1} + v_x\omega_x\phi_1(v_x)u_m - \phi_0(v_x)w_m \\
&= \phi_0(v_x)u_m + h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}(w_m + w_{m+1}).
\end{aligned}
\end{equation}

This shows

\begin{equation}
u_{m+1} - u_m = h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}(w_m + w_{m+1}).
\end{equation}

(37)

The first and last equations of (36) imply

\begin{equation}
w_{m+1} = -v_x\omega_x\phi_1(v_x)u_m + \phi_0(v_x)w_m + h\hat{b}(v_x)f(U_1) \\
&= -v_x\omega_x\phi_1(v_x)u_m + \phi_0(v_x)w_m + h\hat{b}(v_x)(\omega_x^2U_1 + \partial_{xx}U_1) \\
&= -v_x\omega_x\phi_1(v_x)u_m + \phi_0(v_x)w_m + h\hat{b}(v_x)\left(\omega_x^2\phi_0(\frac{v_x}{2})u_m + \omega_x^2\phi_1(\frac{v_x}{2})hw_m + \partial_{xx}U_1\right)
\end{equation}

(38)

Following the approach to obtaining the leap-frog method by exchanging the roles of $p$ and $q$ in the SRKN method (31), we also exchange the roles of $u$ and $w$. Then it can be deduced from the first equation of (36), (37) and (38) that

\begin{equation}
\begin{aligned}
W_1 &= \phi_0(\frac{v_x}{2})w_m + \frac{1}{2}\phi_1(\frac{v_x}{2})h\partial_{xx}u_m, \\
w_{m+1} &= w_m + h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}(\partial_{xx}u_m + \partial_{xx}u_{m+1}), \\
u_{m+1} &= u_m + h\phi_1(\frac{v_x}{2})W_1.
\end{aligned}
\end{equation}

(39)
The first equation of (39) implies
\[ w_{m+1/2} = \phi_0(\frac{v_x}{2})w_m + \frac{1}{2}\phi_1(\frac{v_x}{2})h\partial_{xx}u_m = \phi_0(\frac{v_x}{2}) \left( w_m + h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}\partial_{xx}u_m \right), \]  \hspace{2cm} (40)
and then
\[ w_m = \frac{1}{\phi_0(\frac{v_x}{2})}w_{m+1/2} - h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}\partial_{xx}u_m. \]  \hspace{2cm} (41)
Inserting (41) into the second equation of (39) gives
\[ w_{m+1} = \frac{1}{\phi_0(\frac{v_x}{2})}w_{m+1/2} + h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}\partial_{xx}u_{m+1}, \]  \hspace{2cm} (42)
and furthermore,
\[ w_m = \frac{1}{\phi_0(\frac{v_x}{2})}w_{m-1/2} + h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}\partial_{xx}u_m. \]  
That is,
\[ w_{m-1/2} = \phi_0(\frac{v_x}{2}) \left( w_m - h\frac{\phi_1(v_x)}{1 + \phi_0(v_x)}\partial_{xx}u_m \right) = \phi_0(\frac{v_x}{2})w_m - \frac{1}{2}\phi_1(\frac{v_x}{2})h\partial_{xx}u_m. \]  \hspace{2cm} (43)
Therefore, it follows from (40) and (42) that
\[ \begin{aligned}
    w_{m+1/2} + w_{m-1/2} &= 2\phi_0(\frac{v_x}{2})w_m, \\
    w_{m+1/2} - w_{m-1/2} &= \phi_1(\frac{v_x}{2})h\partial_{xx}u_m.
\end{aligned} \]
On the other hand, the last equation of (39) means \( w_{m+1/2} = \frac{u_{m+1} - u_m}{h\phi_1(\frac{v_x}{2})} \), which leads to
\[ \begin{aligned}
    w_{m+1/2} + w_{m-1/2} &= \frac{u_{m+1} - u_m + (u_m - u_{m-1})}{h\phi_1(\frac{v_x}{2})} = 2\phi_0(\frac{v_x}{2})w_m, \\
    w_{m+1/2} - w_{m-1/2} &= \frac{u_{m+1} - u_m - (u_m - u_{m-1})}{h\phi_1(\frac{v_x}{2})} = \phi_1(\frac{v_x}{2})h\partial_{xx}u_m.
\end{aligned} \]  \hspace{2cm} \hspace{2cm} (44)
It follows from (44) that
\[ \begin{aligned}
    w_m &= \frac{u_{m+1} - u_m - 2u_m + u_{m-1}}{2h^2\phi_1(\frac{v_x}{2})}, \\
    (\partial_{xx}u)_m &= \frac{u_{m+1} - 2u_m + u_{m-1}}{2h^2\phi_1(\frac{v_x}{2})}.
\end{aligned} \]
For the time discretization, it also can be proved that \((\partial_t u)^n = \frac{u^{n+1} - 2u^n + u^{n-1}}{2\tau^2\phi_2(v_i)}\) and \(v_{m+1} = \frac{u^{n+1}_m - u^n_m}{2\tau\phi_1(v_i)}\) holds.

4.2. Extended leap-frog scheme II: An explicit multi-symplectic ERKN-PRK scheme

In this subsection, we construct another explicit multi-symplectic scheme based on Theorem 3.3. We apply the SPRK method (22) to the space discretization, which is equivalent to the Störmer-Verlet that gives the second order central difference of \(\partial_{xx}U^{n,h}_m\), and apply the explicit 2-stage SERKN method (29) to the time
discretization. Then the multi-symplectic scheme (27) becomes

\[
\begin{align*}
U_n^{m+1} &= U_n^m, \\
(\partial_x U)_n^{m+1} &= \frac{U_{n+1}^{m+1} - 2U_n^{m+1} + U_{n-1}^{m+1}}{h^2}, \\
U_n^{m+2} &= \phi_0(v_i)U_n^m + \phi_1(v_i)\tau U_n^m + \tau^2 \phi_2(v_i) \left( \omega_i^2 U_n^m + \partial_x U_n^m - V'(U_n^m) \right), \\
(\partial_x U)_n^{m+2} &= \frac{U_{n+1}^{m+2} - 2U_n^{m+2} + U_{n-1}^{m+2}}{h^2}, \\
u_n^{m+1} &= \phi_0(v_i)U_n^m + \phi_1(v_i)\tau U_n^m + \tau^2 \phi_2(v_i) \left( \omega_i^2 U_n^m + \partial_x U_n^m - V'(U_n^m) \right), \\
\tau \left( b_1(v_i) \left( \omega_i^2 U_n^m + \partial_x U_n^m - V'(U_n^m) \right) + b_2(v_i) \left( \omega_i^2 U_n^m + \partial_x U_n^m - V'(U_n^m) \right) \right).
\end{align*}
\]

Just like the situation of the scheme Leap-frogII, it can be observed that this scheme is equivalent to the following form

\[
\frac{u_n^{m+1} - 2u_n^m + u_n^{m-1}}{2\tau^2 \phi_2(v_i)} = \frac{u_{n+1}^m - 2u_n^m + u_{n-1}^m}{h^2} - V'(u_n^m),
\]

and the discretizations of \( w \) and \( v \) are

\[
W_n^m = \frac{u_n^{m+2} - u_n^m}{2h} , \quad v_n^m = \frac{u_n^{m+2} - u_n^m}{2\tau \phi_1(v_i)}.
\]

It is also equivalent to the concatenation of the 1-stage SERKN method (34) of order 2 and SPRK method (22) applied to the temporal and spatial discretizations, respectively.

We refer to the above scheme (46) as Leap-frogII, and in the next section, we use this scheme to solve a nonlinear wave equation (Problem 2).

4.3. Analysis of linear stability

In this subsection, we pay attention to another significant aspect for those schemes proposed in this paper, namely, the stability. It is known that the attractiveness of explicit schemes relies on the computational efficiency, but such efficiency is always at the cost of stability. Although an application of the linear stability analysis to nonlinear equations cannot be justified, it is found to be effective in numerical experiments. Using the well-known Fourier method [40], we give some linear stability analysis for the explicit multi-symplectic Leap-frogI scheme, and the stability for scheme Leap-frogII can be analyzed in the similar way.

Set

\[
\begin{align*}
\hat{u}_n^m &= \hat{u}^m \exp[i\xi mh], \\
\hat{v}_n^m &= \hat{v}^m \exp[i\xi mh], \\
\hat{U}_n^{m+1} &= \hat{U}^{m+1} \exp[i\xi mh], \quad \hat{U}_n^{m+2} = \hat{U}^{m+2} \exp[i\xi mh], \quad \text{etc.,}
\end{align*}
\]

where \( \xi \in \mathbb{R} \) and \( i = \sqrt{-1} \). Then, substituting the above expressions into scheme (32) with \( V'(U_n^{m+1}) = U_n^{m+1} \), we get

\[
\begin{align*}
\hat{U}_n^{m+1} &= \hat{u}^m, \\
\hat{U}_n^{m+2} &= \phi_0(v_i)\hat{u}^m + \phi_1(v_i)\tau\hat{v}^m + \tau^2 \phi_2(v_i) \left( \omega_i^2 + \frac{(e^{i\xi h} - 2 + e^{-i\xi h})}{2h^2 \phi_2(v_i)} - 1 \right) \hat{U}_n^{m+1}, \\
\hat{v}_n^{m+1} &= \hat{v}^m, \\
\hat{v}_n^{m+2} &= -\nu \omega_i \phi_1(v_i)\hat{u}^m + \phi_0(v_i)\hat{v}^m + \tau \left( b_1(v_i) \left( \omega_i^2 + \frac{(e^{i\xi h} - 2 + e^{-i\xi h})}{2h^2 \phi_2(v_i)} - 1 \right) \hat{U}_n^{m+1} + b_2(v_i) \left( \omega_i^2 + \frac{(e^{i\xi h} - 2 + e^{-i\xi h})}{2h^2 \phi_2(v_i)} - 1 \right) \hat{U}_n^{m+2} \right).
\end{align*}
\]

Eliminating \( \hat{U}_n^{m+1}, \hat{U}_n^{m+2} \), we obtain

\[
\begin{pmatrix}
\hat{u}_n^{m+1} \\
\hat{v}_n^{m+1}
\end{pmatrix} = G
\begin{pmatrix}
\hat{u}_n^m \\
\hat{v}_n^m
\end{pmatrix},
\]
where
\[
G = \begin{pmatrix}
1 - \tau^2 \phi_2(v_i) + \frac{\tau^2 \phi_2(v_i) \theta}{h^2 \phi_2(v_i)} & \phi_1(v_i) \tau \\
G_{21} & 1 - \tau^2 \phi_2(v_i) + \frac{\tau^2 \phi_2(v_i) \theta}{h^2 \phi_2(v_i)}
\end{pmatrix},
\]
with \( \theta = (\cos \xi h - 1) \), and
\[
G_{21} = \frac{\tau \phi_1(v_i) \theta + \tau^3 b_2(v_i) r_i^2 \phi_2(v_i) \theta (\omega_i^2 - 2) + \tau^3 b_2(v_i) r_i^2}{h^2 \phi_2(v_i)} - \phi_1(v_i) \tau + b_2(v_i) \phi_2(v_i) r_i^3 (1 - \omega_i^2).
\]
We can easily verify that \( G_{11} G_{22} - G_{12} G_{21} = 1 \). Hence, the eigenvalues of \( G = G(\xi, \theta, \nu, \nu_i) \) satisfy
\[
\lambda^2 - (G_{11} + G_{22}) \lambda + (G_{11} G_{22} - G_{12} G_{21}) = 0.
\]
That is,
\[
\lambda^2 - (G_{11} + G_{22}) \lambda + 1 = 0.
\]
Obviously, the roots \( \lambda_i \ (i = 1, 2) \) of equation (47) satisfy \( |\lambda_i| \leq 1 \) if and only if \( |G_{11} + G_{22}| \leq 2 \). Then the method satisfies the von Neumann condition, which is necessary for the stability [40].

Assuming \( |G_{11} + G_{22}| \leq 2 \) that
\[
|1 - \tau^2 \phi_2(v_i) + \frac{\tau^2 \phi_2(v_i) \theta}{h^2 \phi_2(v_i)}| \leq 1,
\]
which is equivalent to
\[
-1 \leq 1 - \tau^2 \phi_2(v_i) + \frac{\tau^2 \phi_2(v_i) \theta}{h^2 \phi_2(v_i)} \leq 1.
\]
Denote \( r = \frac{\tau}{h} \), and suppose \( 0 < r \leq \alpha \) and \( 0 < \nu_i \leq \nu_i \leq \frac{\pi}{2} \). Since \( \phi_2(v) \) is a monotonically decreasing function on the interval \([0, \frac{\pi}{2}]\) with \( \phi_2(0) = \frac{1}{2} \) and \(-2 \leq \theta \leq 0\), we obtain
\[
\frac{1}{2} - 2 \alpha^2 \frac{1/2}{\phi_2(\pi/2)} < 1 - \tau^2 \phi_2(v_i) + \frac{\tau^2 \phi_2(v_i) \theta}{h^2 \phi_2(v_i)} < 1.
\]
Obviously, if \( 0 < \alpha \leq \frac{\sqrt{6}}{\pi} \), then \( \frac{1}{2} - 2 \alpha^2 \frac{1/2}{\phi_2(\pi/2)} \geq -1 \), and the inequality (48) is satisfied.

Furthermore, it also gives a sufficient condition for the stability of E Leap-frog I. In fact, conditions \( 0 < \alpha \leq \frac{\sqrt{6}}{\pi} \) and \( v_i \leq \frac{\pi}{2} \) make \(-1 < 1 - \tau^2 \phi_2(v_i) + \frac{\tau^2 \phi_2(v_i) \theta}{h^2 \phi_2(v_i)} < 1\), which implies that the equation (47) has two distinct conjugate roots \( \lambda_i \) with \( |\lambda_i| = 1 \), \( i = 1, 2 \). Therefore, the method is linearly stable if
\[
0 < \alpha \leq \frac{\sqrt{6}}{\pi} \quad \text{(or equivalently, } 0 < r \leq \frac{\sqrt{6}}{\pi} \text{) and } 0 < \nu_i \leq \nu_i \leq \frac{\pi}{2}.
\]

5. Numerical experiments

5.1. The conservation laws and the solution

To investigate the performance of our explicit multi-symplectic schemes, we simulate the evolution of two wave equations as numerical experiments. All computations are done over space region \([-L/2, L/2]\) and we always assume the periodic boundary condition \( u(-L/2, t) = u(L/2, t) \) to exclude the boundary effects. The long-time conservation properties of the present schemes are examined by calculating the discrete local/total energy conservation laws.
The local energy conservation law of the Hamiltonian PDE (2) is (5), and for the wave equation (8), we have
\[ E(z) = \frac{1}{2}(v^2 + w^2) + V(u), \quad F(z) = -vw. \]
Integrating (5) over the \((m, n)\)-cell gives
\[ \int_{x_n}^{x_{n+1}} \int_{t_n}^{t_{n+1}} \left( \frac{\partial E}{\partial t} + \frac{\partial F}{\partial x} \right) dt dx = 0, \]
which implies
\[ \int_{x_n}^{x_{n+1}} \left( E(z(x, t_{n+1})) - E(z(x, t_n)) \right) dx + \int_{t_n}^{t_{n+1}} \left( F(z(x_{n+1}, t)) - F(z(x, t)) \right) dt = 0. \tag{49} \]
For the MSERKN methods, we approximate the above integral (49) by
\[ (E_{ie})_{mn} = h \sum_{i=1}^{s} \left( \frac{1}{\phi_0(\zeta_i, \nu_i)} \left( \hat{b}_i(v_i)\phi_0(v_i) + \hat{b}_i(v_i)v_i^2\phi_1(v_i) \right) \right) (E_{m,j}^{n+1} - E_{m,j}^{n}) + \tau \sum_{k=1}^{r} \left( \frac{1}{\phi_0(\zeta_i, \nu_i)} \left( \hat{b}_k(v_i)\phi_0(v_i) + \hat{b}_k(v_i)v_i^2\phi_1(v_i) \right) \right) (F_{m+1,k}^{n} - F_{m,k}^{n}), \]
where
\[ E_{m,j}^{n} = \frac{1}{2} \left( (v_{m,j}^{n})^2 + (w_{m,j}^{n})^2 \right) + V(u_{m,j}^{n}), \quad F_{m}^{n,k} = -\nu_{m,k}^{n}w_{m,k}^{n}. \]
We use \((E_{ie})_{mn} = (E_{ie})_{mn}^{*} \) to denote the discretization error of the local energy conservation law (5), and \((E_{ie})_{n} = \max_{m}(E_{ie})_{mn}^{*} \) to denote the error of the local energy conservation law depending on the time-step.
Then, it can be deduced from (49) that
\[ \frac{d}{dt} e(t) = \frac{d}{dt} \int_{-L/2}^{L/2} E(x, t) dx = 0, \]
which means that the global energy \( e(t) \) is a constant. Let the discrete global energy at some fixed time-step \( t_n \) be
\[ e_{L}^{n} = h \sum_{m} \sum_{i=1}^{s} \left( \frac{1}{\phi_0(\zeta_i, \nu_i)} \left( \hat{b}_i(v_i)\phi_0(v_i) + \hat{b}_i(v_i)v_i^2\phi_1(v_i) \right) \right) E_{m,j}^{n}, \]
which is an approximation to the integral
\[ e(t_n) = \int_{-L/2}^{L/2} E(x, t_n) dx. \]
The error of total energy at time \( t_n \) is denoted by \((E_{ge})_{n} = e_{L}^{n} - e_{L}^{0} \), where \( e_{L}^{0} \) is the initial energy.
An example of multi-Hamiltonian PDE is provided by the equation
\[ u_{tt} = u_{xx} - \chi \sin u, \tag{50} \]
To show the efficiency and robustness of our new schemes, in our numerical experiments, we use the following schemes:
- leap-frog: the multi-symplectic leap-frog scheme (see [3])
\[ \frac{u_{m+1}^{n+1} - 2u_{m}^{n} + u_{m-1}^{n-1}}{\tau^2} = \frac{u_{m+1}^{n} - 2u_{m}^{n} + u_{m-1}^{n-1}}{h^2} - V(u_{m}^{n}). \]
Eleap-frogII: the multi-symplectic scheme Eleap-frogII constructed in Section 4.

We note that these three schemes are explicit, conditionally stable, and of order two in both space and time. We also note that all three multi-symplectic schemes have the same computational cost with the same step-sizes in time and space.

Since the second order methods Eleap-frogI and Eleap-frogII are the concatenation of two one-stage (or two-stage with FSAL property) symplectic methods, the computational cost of other second order explicit multi-symplectic methods is no less than that of method Eleap-frogI or Eleap-frogII.

Problem 1. We first consider the linear wave equation
\[ u_{tt} = u_{xx}, \tag{51} \]
for \( \chi = 0 \) in (50). The initial conditions employed are
\[ u(x, 0) = \sin(\pi x), \quad v(x, 0) = -\frac{1}{9} \sin(\pi x). \]
We know that the analytic solution of this problem is
\[ u = \sin(\pi x) \cos(\pi t) - \frac{1}{9\pi} \sin(\pi x) \sin(\pi t). \]

Since this problem has oscillations in both space and time, method Eleap-frogI is used to compare with method leap-frog. In the experiment, we chose \( \tau = 0.01, h = 0.02, L = 2, \) time interval \([0, 20],\) and \( \omega_t = \omega_x = \pi. \)

Numerical Results:

From Figure 1, it can be seen that Eleap-frogI scheme displays a remarkable superiority over the leap-frog scheme. Both schemes show accumulations of global errors and reasonable oscillation. The accuracy of leap-frog scheme only reaches the magnitude of \( 10^{-3} \), whereas for our scheme Eleap-frogI, the error is about \( 10^{-14} \).

Figure 2 shows the numerical error of local energy conservation law as a function of the time-step calculated by \( (E_{le})_n \). As can be seen, the error does not grow with time. The error obtained by leap-frog scheme reaches the magnitude of \( 10^{-2} \) and that by Eleap-frogI scheme is about \( 10^{-3} \).

The numerical results related to the variation of the error of the global energy conservation law, i.e., \( (E_{ge})_n \), are listed in Figure 3. For both methods, the errors do not show numerical amplifications. Eleap-frogI scheme conserves the global energy perfectly (the scale of \( 10^{-14} \)), whereas the leap-frog scheme can only preserve the global energy in the scale of \( 10^{-3} \).

Problem 2. Let the potential function \( V(u) \) in (8) be \( V(u) = -\cos(u) \), which gives the well-known sine-Gordon equation with \( \chi = 1 \) in (50):
\[ u_{tt} = u_{xx} - \sin(u). \]
We only consider the so-called breather-solution [11]

\[ u(x, t) = 4 \tan^{-1} \left( \frac{\sqrt{1 - \omega^2}}{\omega} \frac{\cos \omega t}{\cosh(x \sqrt{1 - \omega^2})} \right) . \]

The initial conditions are given by

\[ u(x, 0) = 4 \tan^{-1} \left( \frac{\sqrt{1 - \omega^2}}{\omega} \frac{1}{\cosh(x \sqrt{1 - \omega^2})} \right) , \quad v(x, 0) = \frac{\partial}{\partial t} \left\{ 4 \tan^{-1} \left( \frac{\sqrt{1 - \omega^2}}{\omega} \frac{\cos \omega t}{\cosh(x \sqrt{1 - \omega^2})} \right) \right\} \bigg|_{t=0} , \]

where \( \omega = 0.95 \). On an infinite domain, this is a bump shaped solution which oscillates up and down with period \( 2\pi/\omega \). In the experiment, we use \( \tau = 0.01, \ h = 0.02, \) and time interval \([0, 30]\). To exclude boundary effects, we use period boundary conditions with \( L = 80 \).

Noticing the exact solution (Figure 7) of the problem, it can be observed that there is only one wave in spatial direction. If we use the Eleap-frogI method, we have to choose \( \nu_x = 0 \), and then the Eleap-frogI method reduces to the Eleap-frogII method. Thus, we only need to use the Eleap-frogII discretization with fitted frequency \( \omega_t = \omega = 0.95 \).

**Numerical results:**

Figure 4 shows the global errors of the two methods. Both schemes display accumulations of global errors and reasonable oscillations. The accuracy of leap-frog scheme reaches the magnitude of \( 10^{-4} \) and that of our scheme Eleap-frogII is of \( 10^{-5} \). This is better than classical leap-frog methods.

From Figures 5 and 6, it can be concluded that the scheme Eleap-frogII has a better behavior than the leap-frog scheme in both the error of the local energy conservation law and the global energy conservation law. Here, the difference images between the exact solution and the numerical solutions of the leap-frog and Eleap-frogII schemes are plotted in Figure 8.
Figure 4: (Problem 2) The logarithm of maximum errors of solution as a function of the time-step.

Figure 5: (Problem 2) The logarithm of numerical errors of local energy conservation law as a function of the time-step.

Figure 6: (Problem 2) The logarithm of absolute numerical errors of global energy conservation law as a function of the time-step.

Figure 7: (Problem 2) The exact solution of sine-Gordon equation
It is noted that Hairer and Lubich propose a long-time energy conservation scheme [41]:

\[
\begin{align*}
    y_{n+1} &= \cos(h\omega)y_n + \omega^{-1}\sin(h\omega)y'_n + \frac{1}{2}h^2\Psi f_n, \\
    y'_n &= -\omega\sin(h\omega)y_n + \cos(h\omega)y'_n + \frac{1}{2}h(\Psi_0 f_n + \Psi_1 f_{n+1}),
\end{align*}
\]

where \(\Psi = \psi(h\omega), \Phi = \phi(h\omega), \psi(\xi) = \text{sinc}^2(\xi), \phi(\xi) = 1, f_n = f(\Phi y_n), \Psi_0 = \psi_0(h\omega),\) and \(\Psi_1 = \psi_1(h\omega).\)

Actually, together with the symmetric conditions \(\psi(\xi) = \text{sinc}(\xi)\psi_1(\xi)\) and \(\psi_0(\xi) = \cos(\xi)\psi_1(\xi),\) this scheme can be regarded as an ERKN method, which can be written in Butcher tableau as follows:

\[
\begin{array}{c|ccc}
    & 0 & 0 & 0 \\
    1 & \frac{1}{2}\phi_1^2 & 0 & \bar{b} \\
    b & \frac{1}{2}\phi_0\phi_1 & \frac{1}{2}\phi_1 & b \\
\end{array}
\]

This scheme is not symplectic in general. However, it is symplectic in the one-dimensional cases, and the concatenation in two directions also deduces a multi-symplectic method. For our experiments, if we use the above scheme instead of the SERKN method (we denote the two schemes as MSHLI and MSHLII, respectively), similar results can be obtained and the numerical effects are very close to those by our new methods constructed in this paper. The results are shown in Tables 1 and 2, where \((E_u) = \max_{m} |u^n_m - \hat{u}^n_m|\) represents the maximum error of the schemes at each time-step \(t_n,\) and \(\hat{u}^n_m\) denotes the exact solution at \((x_m, t_n).\)

<table>
<thead>
<tr>
<th>(\tau, h)</th>
<th>scheme</th>
<th>(\max(E_u)_n)</th>
<th>(\max(E_{le})_n)</th>
<th>(\max(E_{ge})_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau = 0.01, h = 0.02)</td>
<td>Eleap-frogII</td>
<td>4.974e – 14</td>
<td>5.77e – 3</td>
<td>4.530e – 14</td>
</tr>
<tr>
<td>MSHLII</td>
<td>1.587e – 13</td>
<td>2.29e – 2</td>
<td>5.156e – 13</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Numerical results for Problem 1 of schemes Eleap-frogII and MSHLII

<table>
<thead>
<tr>
<th>(\tau, h)</th>
<th>scheme</th>
<th>(\max(E_u)_n)</th>
<th>(\max(E_{le})_n)</th>
<th>(\max(E_{ge})_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau = 0.01, h = 0.02)</td>
<td>Eleap-frogII</td>
<td>1.442e – 5</td>
<td>6.553e – 6</td>
<td>1.088e – 5</td>
</tr>
<tr>
<td>MSHLII</td>
<td>1.382e – 5</td>
<td>6.720e – 6</td>
<td>1.101e – 5</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Numerical results for Problem 2 of schemes Eleap-frogII and MSHLII

Moreover, the two schemes MSHLI and MSHLII are also extended leap-frog schemes. Such schemes can be written as:

\[
\frac{u_{m+1}^n - (2\phi_0(v_x) + v_x^2\phi_1(v_x))u_m^n + u_{m-1}^{n-1}}{\tau^2\phi_1^2(v_x)} = \frac{u_{m+1}^n - (2\phi_0(v_x) + v_x^2\phi_1(v_x))u_m^n + u_{m-1}^{n-1}}{h^2\phi_1^2(v_x)} - V(u_m^n),
\]  

(52)
with discretizations $w_{m+1}^n = \frac{u_m^n - u_m^{n-1}}{h}$, $v_{m+1}^n = \frac{u_m^{n+1} - u_m^n}{2\tau}$, and

$$\frac{u_m^n - (2\phi_0(v_i) + \frac{1}{2}\phi_1^2(v_i))u_m^n + u_m^{n-1}}{\tau^2 \phi_1^2(v_i)} = \frac{u_m^{n+1} - 2u_m^n + u_m^{n-1}}{h^2} - V(u_m^n),$$

(53)

with discretizations $w_{m+1}^n = \frac{u_m^n - u_m^{n-1}}{2h}$, $v_{m+1}^n = \frac{u_m^{n+1} - u_m^n}{2\tau \phi_1(v_i)}$, respectively.

5.2. Dispersion analysis

In the study of wave motions, the dispersion relation and group velocity are fundamental concepts (see [42]). A superposition of modes with different wave numbers is wave packet and the dispersion relation gives the relationship between the wave number and the frequency of the modes. Errors in the phase and group velocities lead to the modes traveling with an incorrect speed, which can destroy the qualitative features of the solution [43]. Recent research shows that the multi-symplectic Preissman box scheme, a member of the Gauss-Legendre Runge-Kutta (GLRK) family, qualitatively preserves the dispersion relation of any hyperbolic system (see [44]). Furthermore, for linear PDEs, Frank, et al. [45] shows that the discrete dispersion relation for general $s$-stage GLRK methods is monotonic and the sign of the analytic group velocity can be preserved. In this subsection, we study the numerical dispersion relation of the schemes Eleap-frogI and Eleap-frogII for linear systems.

From the perspective of integrable nonlinear PDEs, e.g., the sine-Gordon or the KdV equations, the dispersion relation of the associated linearized equation is of importance. The general oscillatory solution to a linear PDE can be expressed in the form of

$$u(x, t) = \int_{-\infty}^{\infty} A(k) e^{i(kx - \omega(t))} dk,$$

(54)

where $k$, $\omega(k)$, and $A(k)$ are the wave number, wave frequency, and amplitude, respectively, and $A e^{i(kx - \omega t)}$ itself is a solution of the linear PDE. The wave number $k$ and frequency $\omega(k)$ are related by the following dispersion relation [45]:

$$D(\omega, k) = 0 \Leftrightarrow \omega = \omega(k),$$

which is uniquely determined by the specified PDE and is used to characterize the system. For example, the linearization

$$u_{tt} - u_{xx} + \chi u = 0$$

(55)

of the sine-Gordon equation (50) at $u = 0$ has a dispersion relation

$$D(\omega, k) = \omega^2 - k^2 - \chi = 0.$$  

(56)

The phase velocity is defined by $v_p(k) = \omega/k$. In a non-dispersive system, such as the wave equation (51), every wave has the same phase velocity ($v_p = c_0$) and the solution for $t > 0$ is just the initial condition translated through space: $u(x, t) = u(x - c_0 t, 0)$.

An important quantity of dispersive systems is the group velocity defined by, $v_g(k) = \dot{\omega}(k) = -\frac{\partial D}{\partial k} \frac{\partial D}{\partial \omega}$.

The group velocity is usually a function of the wave number $k$ and characterizes the speed of energy transport in wave packets. In this case, $\dot{\omega}(k) \neq 0$, and waves with different wave numbers travel with different phase velocities $v_p$, which brings the group velocity dispersion (GVD) and ultimately causes the spatial spreading of the wave packet.

The dispersive properties of the discretizations can be studied by calculating their numerical dispersion relations. To do so, we start with the discretizations of the linearized sine-Gordon equation (55) associated with the Eleap-frogI and Eleap-frogII schemes in their single equation format

$${\left\{ \begin{array}{c}
\text{Eleap - frogI}: & \frac{D_x^2 u_m^{n-1}}{2\phi_1(v_i)} = \frac{D_t^2 u_m^n}{2\phi_2(v_i)} + \chi u_m^n = 0, \\
\text{Eleap - frogII}: & \frac{D_t^2 u_m^n}{2\phi_2(v_i)} - \frac{D_x^2 u_m^{n-1}}{2\phi_1(v_i)} + \chi u_m^n = 0,
\end{array} \right\} }$$

(57)
where $D_t u_m^n = \frac{u_m^{n+1} - u_m^n}{\tau}$ and $D_x u_m^n = \frac{u_m^{n+1} - u_m^n}{h}$ are the finite difference operators.

Assume a discrete general solution to a linear PDE of the form $\sum_k A e^{i(Km - \Omega n)}$, $K = kh$, $\Omega = \omega \tau$, where each mode is a solution provided $K$ and $\Omega$ satisfy a numerical dispersion relation

$$D_N(\Omega, K) = 0.$$  

For the equation (57), the corresponding numerical dispersion relations are given by

$$\begin{align*}
\text{Eleap - frog I: } & \left( \frac{\sqrt{2} \phi_2(v_r)}{\phi_2(v_r)} \sin \frac{\Omega}{2} \right)^2 - \left( \frac{\sqrt{2} \phi_2(v_r)}{\phi_2(v_r)h} \sin \frac{K}{2} \right)^2 - \chi = 0, \\
\text{Eleap - frog II: } & \left( \frac{\sqrt{2} \phi_2(v_r)}{\phi_2(v_r)h} \sin \frac{\Omega}{2} \right)^2 - \left( \frac{2}{\tau} \sin \frac{K}{2} \right)^2 - \chi = 0.
\end{align*}$$  

(58)

Both these two schemes preserve the form of the analytical dispersion relation (56). The exact relationship is given by the following theorem.

**Theorem 5.1.** The multi-symplectic schemes (58) qualitatively preserves the dispersion relation of the linear PDE. Specifically, there exist diffeomorphisms $\psi_1$ and $\psi_2$ satisfying the exact dispersion relationship

$$D_N(\Omega, K) = D(\psi_1(\Omega), \psi_2(K)) = \psi_1^2 - \psi_2^2 - \chi = 0,$$  

(59)

where

$$\begin{align*}
\text{Eleap - frog I: } & \left( \frac{\sqrt{2} \phi_2(v_r)}{\phi_2(v_r)} \sin \frac{\Omega}{2} \right)^2 - \left( \frac{\sqrt{2} \phi_2(v_r)}{\phi_2(v_r)h} \sin \frac{K}{2} \right)^2 - \chi = 0, \\
\text{Eleap - frog II: } & \left( \frac{\sqrt{2} \phi_2(v_r)}{\phi_2(v_r)h} \sin \frac{\Omega}{2} \right)^2 - \left( \frac{2}{\tau} \sin \frac{K}{2} \right)^2 - \chi = 0.
\end{align*}$$  

(60)

for $-\pi < K, \Omega < \pi$.

Solving the numerical dispersion relations (58) gives

$$\begin{align*}
\text{Eleap - frog I: } & \Omega(K) = \pm 2 \arcsin \sqrt{\frac{\phi_2(v_r)h^2 \sin^2 \frac{K}{2} + \phi_2(v_r) hr}{\phi_2(v_r)h^2}}, \\
\text{Eleap - frog II: } & \Omega(K) = \pm 2 \arcsin \sqrt{\frac{\phi_2(v_r)h^2 \sin^2 \frac{K}{2} + \phi_2(v_r) hr}{\phi_2(v_r)h^2}}.
\end{align*}$$

The significance of Theorem 5.1 for the non-dispersive equation (55) (with $\chi = 0$) can be seen in Figures 9–11, which show the dispersion curves $\Omega(K)$, the group velocity $\Omega(K)$, the group velocity dispersion $\Omega''(K)$ for the exact (56), and numerical (58). In the experiment, two different values of the ratio $r = \tau/h$, with $h = 0.01$ are used. The exact relation is given by $\Omega(K) = \pm r K$.

The significance of Theorem 5.1 for the linearized sine-Gordon equation (55) (with $\chi = 1$) can be seen in Figures 12–14. The exact relation is given by $\Omega(K) = \pm r \sqrt{K^2 + h^2}$.

From Figures 9–14, we can see that the existence of diffeomorphisms (60) is not enough to preserve the qualitative features of the analytical solution. All of the schemes introduce numerical dispersions. From Figures 10 and 13, because $\Omega(K)$ and $K$ both have direction, we can see that the dispersion relation curves are all monotonically increasing at rates given by their numerical group velocities. Similarly, Figures 11 and 14 display that the group velocity curves (see Figures 10 and 13) are monotonically decreasing. Therefore, considering the numerical solutions of the linear wave equations given by Eleap-frogI and Eleap-frogII schemes, we further obtain the following corollaries.

**Corollary 5.1.** The numerical group velocities $V_g(k) = \Omega(K) = -\frac{\partial D_N}{\partial K} / \frac{\partial D_N}{\partial \Omega}$ at $(K, \Omega)$ of the two schemes Eleap-frogI and Eleap-frogII have the same sign as the group velocity $v_g(k) = \omega(k) = -\frac{\partial D}{\partial k} / \frac{\partial D}{\partial \omega}$ for the associated pair $(k, \omega)$.

**Corollary 5.2.** Both Eleap-frogI and Eleap-frogII schemes introduce negative dispersion, and when the wave number is increasing, the numerical group velocities are monotonically decreasing.
Figure 9: Dispersion relations curves for the scheme Eleap-frogI for the linear wave equation $u_{tt} = u_{xx}$.

Figure 10: Group velocities curves for the scheme Eleap-frogI for the linear wave equation $u_{tt} = u_{xx}$.

Figure 11: Group velocities dispersion curves for the scheme Eleap-frogI for the linear wave equation $u_{tt} = u_{xx}$. 
6. Conclusion

In this paper, we discuss the issue of applying multi-symplectic extended Runge-Kutta-Nyström methods to Hamiltonian wave equations, and investigate the conservative properties of the methods. Two new explicit multi-symplectic integrators Eleap-frogI and Eleap-frogII are proposed. The numerical conservation laws and the solutions are accompanied by applying the two new methods and the well-known leap-frog method to the linear wave equation and the sine-Gordon equation. We also discuss the dispersion relations of the new schemes. Numerical results illustrate the robustness of the new explicit multi-symplectic integrators. We believe that more efficient multi-symplectic integrators can be constructed, since it allows more types of methods for concatenation.
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Figure 14: Group velocities dispersion curves for the scheme Eleap-frogII for the linearized sine-Gordon equation.


