
MA 421: Linear Programming and Optimization Techniques

Fall 2024, Final Exam

Instructor: Yip

• This test booklet has SEVEN QUESTIONS, totaling 100 points for the whole test.

You have 120 minutes to do this test. Plan your time well. Read the questions

carefully.

• This test is closed book, closed note, with no electronic devices.

• In order to get full credits, you need to give correct and simplified answers and

explain in a comprehensible way how you arrive at them.

• As a rule of thumb, you should give explicit and useful answers. No points

will be given for just writing down some generically true statements. In other words,

your answers should try to make use of all the information given in the question.

• As a rule of thumb, you should only use those methods that have been

covered in class. If you use some other methods “for the sake of convenience”, at

our discretion, we might not give you any credit. You have the right to contest. In that

event, you will be asked to explain your answer using only what has been

covered in class up to the point of time of this exam.

Name: (Major: )

Question Score

1.(10 pts)

2.(10 pts)

3.(10 pts)

4.(10 pts)

5.(20 pts)

6.(20 pts)

7.(20 pts)

Total (100 pts)
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Formula sheet

1. Matrix form of simplex method [V, p.91, 92].

Given the following linear program problem and its dual in their standard forms:

(P) :

8
><

>:

maximize ⇣(x) = c
T
x

subject to Ax  b;

x � 0.

(D) :

8
><

>:

minimize ⇠(y) = b
T
y

subject to A
T
y � c;

y � 0.

During simplex iterations, the above can be transformed into the following matrix

form:

⇣ = c
T
B(B

�1
b)�

�
(B�1

N)T cB � cN
�T

XN

XB = B
�1
b�

�
B

�1
N
�
XN

with the following dual form:

�⇠ = �c
T
B(B

�1
b)�

�
B

�1
b
�T

ZB

ZN =
�
(B�1

N)T cB � cN
�
+
�
B

�1
N
�T

ZB

where in the above

(a) B and N are the basic and non-basic variable indices;

(b) cB and cN are the coe�cients in the objective function corresponding to the basic

and non-basic variables;

(c) B and N are matrices formed by the collecting the columns from the augmented

matrix [A I] corresponding to the basic and non-basic variables.

(d) XB and XN are the basic and non-basic primal variables, and ZB and ZN are the

basic and non-basic dual variables.

2. Change of matrix inverse. Let M be an invertible matrix. Then

�(M�1) = �M
�1(�M)M�1

(where � refers to infinitesimal change in a quantity).

3. Caratheodory Theorem [V, p.162].
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4. Farkas Lemma [V, p. 165].

5. Separation Theorem [V, p.163].

If P = {x : Ax  b̃} and P̃ = {x : Ãx  b̃}, then

H = {x : yTAx  y
T
b}, and H̃ = {x : ỹT Ãx  ỹ

T
b̃},

where y and ỹ are found by Farkas Lemma:

(Note that the form of H̃ given here is equivalent to the one given in [V, p.164] but it

looks nicer and is easier to remember.)

6. Distance formula. The distance from a point (x0, y0) to the straightline ax+ by+ c = 0

is given by ����
ax0 + by0 + cp

a2 + b2

���� .

7. Variables of network flows. Given a network (N ,A) (where N and A denote the nodes

and arcs), and a spanning tree T of the network, we have the following set of variables

[V, p.231]:

(a) Flow variables: xij (found by balance equations)

(b) Dual variables yj and dual slacks zij which satisfy:

yj � yi + zij = cij, for (i, j) 2 A.
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Note that for (i, j) 2 T , we have (by complementary slackness) that zij = 0. The

usual way to find yi and zij is to first solve for yi using yj � yi = cij for (i, j) 2 T
and then use zij = cij � yj + yi for (i, j) 62 T .

8. Bellman’s equation for the label (or value function) for finding the shortest distance/path

from (any) node i to a root node (r) is given by [V, p.261, 262]

vi = min
j

{cij + vj : (i, j) 2 A} , for i 6= r vr = 0.

The function v can be found by the following iteration procedure:

9. Dijkstra algorithm for finding the shortest path (with non-negative costs cij) [V, p.263].
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10. Greedy algorithm for finding minimum spanning tree [Berksimas-Tsitsiklis, Intro. Lin.

Opt., p.344].
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1. Find the dual of the following optimization problem:

maximize 5x1 + 4x2 + 3x3

subject to 1  2x1 + 3x2 + x3  5

�2  4x1 + x2 + 2x3  11

4  3x1 + 4x2 + 2x3  8

�1  x1  4

3  x2  5

�2  x3  9
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Y 2 143 2 1345
Ya 2 3 2 73 1

Is 4 1 72 273511

14 4 72 2 242
45 371 472 21358
16 3 1 4 2 2135 4
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You can use this blank page.
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min
y 5J Ya 1143 274

Sys 446 4Y Ys
549 3410 94,72412

Sit
211 Ys 4 y 4 3 y Jo Y Y 5

3 Yi Ys 1 y 4 4 Ys Jo Y Y1 4

1 Yi Ys 2 y Ye 2 Ys Jo Y 4 3

Yi Ya Yes 0



2. Let A be an m⇥ n matrix, b and c be an m and n vector. Simplify the formulation of

the following max-min problem:

max
x�0

min
y�0

�
c
T
x� y

T
Ax+ y

T
b
�
,

by carrying out the inner optimization problem.

Do the same but for the following min-max problem:

min
y�0

max
x�0

�
c
T
x� y

T
Ax+ y

T
b
�
.
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3. Consider the following optimization problem:

maximize ⇣(x) = c
T
x

subject to Ax  b;

x � 0.

(a) Let c be fixed. Let ⇣⇤(b) be the maximum value for the objective function written

as a function of b. Show that ⇣⇤ is a concave function of b, i.e.

⇣
⇤(�b1 + (1� �)b2) � �⇣

⇤(b1) + (1� �)⇣⇤(b2), for 0  �  1.

(b) Now let b be fixed. Let ⇣
⇤(c) be the maximum value for the objective function

written as a function of c. Show that ⇣⇤ is a convex function of c, i.e.

⇣
⇤(�c1 + (1� �)c2)  �⇣

⇤(c1) + (1� �)⇣⇤(c2), for 0  �  1.
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4. Consider the following flow network from Source to Sink. The numbers with paran-

thesis refer to the arc capacities and those without refer to the actual flows.

Does the flow pattern give a maximum flow from Source to Sink? If so, find the cut

with minimum cut capacity. If not, find one augmented path and determine how much

more flow can be pushed to the Sink.
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0

0
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pushed further

Cut capacity
2 0 1 2 1 3 2 1 5 3
2 1 2 250



5. Consider the following flow network from s to t. The capacity of each arc is 1. Find

the maximum flow and the cut with minimum cut capacity.

(The solution of the above problem in fact provides a solution of finding the maxi-

mum assignment or matching between vertices 1, 2, . . . 5 (e.g. employers) and vertices

A,B, . . . E (e.g. job seekers).)
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6. Consider the following optimization problem:

The initial and final dictionaries are as follows:

(a) Suppose the objective function is changed to ⇣(x) = 5x1 + px2 + 3x3. Find the

maximum range of p such that the above final dictionary remains optimal. Within

this range, how do the optimal solution x
⇤
1, x

⇤
2, x

⇤
3 and optimal objective value ⇣

⇤

change?

(b) Suppose the second constraint is changed to 4x1+x2+2x3  q. Find the maximum

range of q such that the above final dictionary remains optimal. Within this range,

how do the optimal solution x
⇤
1, x

⇤
2, x

⇤
3 and optimal objective value ⇣

⇤ change?

(c) Suppose the second constraint is changed to 4x1+(1+ ✏)x2+2x3  11 where ✏ is

some small number, say 10�6. How do the optimal solution x
⇤
1, x

⇤
2, x

⇤
3 and optimal

objective value ⇣
⇤ change? (You can assume ✏ is small enough that the above

final dictionary remains optimal.)
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c ΔXp Δ B b

Δ B B ΔB B

But ΔB 0 as X2 is nonbasic andhence the

column corresponding toX2 is not in B
01131 0

ΔXp o XN 0

So all variables do not change

CBB b BNJCB CNXN
0

Δ CBD B b 0

So does not change



7. Consider you try to solve a feasible but underdetermined problem Ax = b so that there

are infinitely many solutions. In practice, one often tries to select the solution x that

has minimum norm, i.e. you need to solve minx kxk subject to Ax = b where k · k is

some given norm. (Depending on the choice of norm, x might demonstrate di↵erent

properties.)

Solve the following problems:

(a) minx1,x2

p
x
2
1 + x

2
2, subject to 2x1 � 5x2 = 10.

(b) minx1,x2 |x1|+ |x2|, subject to 2x1 � 5x2 = 10.

(c) minx1,x2 max{|x1|, |x2|}, subject to 2x1 � 5x2 = 10.

You can use any method, including graphical method. It is advantageous to have a

visual understanding of kxk = constant for the above norms.

21

12 74 2

1 2

AN C 84 2
a circle

equation of perpendicular line

X2 Exs slope

Ex 3 X2 2

2 1 5 x x 29 as
5

HiFMT 1 5 7 19



You can use this blank page.

22

b 12 7 2

square Tot

so X2 2
Kik KFC

1 7 1 2 1 2

c
12 8 2

Fi x

square
kxt

maxfix.li Xal C
xt Ext 2
xi 1

maxfki.NET


