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How can Al Help Mathematicians?
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n Al Help Mathematicians?

Stability of Dynamical Systems

Today, more than a hundred years later, it is still an open question:
there is still no systematic way to construct a Lyapunov function.
— We resort to intuition
Can we train an Al to have better mathematical intuition than us?
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How can Al Help Mathematicians?

Stability of Dynamical Systems

Train an Al to have an intuition of Lyapunov functions

Global Lyapunov functions: a long-standing open problem in mathematics, with symbolic transformers
(NeurlPS, Alfarano, Charto@, A.H., 2024)

Neural network architecture: Transformer (~1000 smaller than GPT-3)

Procedure:

1. Generate a set of systems and associated Lyapunov functions.
2. Encode the examples

3. Train the language model (supervised learning)




e, @//ﬁ < me




Oftoy vorsond ’l{&mg et Kornel :

_ Legl
Ult) = /1(/74 o)e

A7
o
.
- /XQ/
O /U] g M/»@)/ém/e s a/&z
2

= /}W["r())//(w
141,6) 1 < DUl ) o

[K)
G WD) < bl a) //e”z‘//

-+
X <;”LB Jul, D?I/Lz —>0






St / Mo;u h <5 / /Zm@(

%&Ka&u .Eefu@éh?

They —_d Z’mL/m ﬂ) < N ﬁ/z(/r))
i v

Lit(ul A) < btlul:0)é

Relativa En#@/yyl / Aidlbaok- Leiblor ,Dw/rﬁw-.e/

=)
i) )5 - /wf

&ﬁm@ V5 = €, ’ Q b Mol v
Oﬂhéwﬁ&/ ﬂ-— AfH‘ V@Vd}

#;uw..p/we/ = V(P VW)

Eation V'f(gf+ Vir)

>









