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ABSTRACT

On rectangular meshes, the simplest spectral element method for elliptic equations is the classical Lagrangian $Q^k$ finite element method with only $(k+1)$-point Gauss-Lobatto quadrature, which can also be regarded as a finite difference scheme on all Gauss-Lobatto points. We prove that this finite difference scheme is $(k+2)$-th order accurate for $k \geq 2$, whereas $Q^k$ spectral element method is usually considered as a $(k+1)$-th order accurate scheme in $L^2$-norm. This result can be extended to linear wave, parabolic and linear Schrödinger equations.

Additionally, the $Q^k$ finite element method for elliptic problems can also be viewed as a finite difference scheme on all Gauss-Lobatto points if the variable coefficients are replaced by their piecewise $Q^k$ Lagrange interpolants at the Gauss Lobatto points in each rectangular cell, which is also proven to be $(k+2)$-th order accurate.

Moreover, the monotonicity and discrete maximum principle can be proven for the fourth order accurate $Q^2$ scheme for solving a variable coefficient Poisson equation, which is the first monotone and high order accurate scheme for a variable coefficient elliptic operator.

Last but not the least, we proved that certain high order accurate compact finite difference methods for convection diffusion problems satisfy weak monotonicity. Then a simple limiter can be designed to enforce the bound-preserving property when solving convection diffusion equations without losing conservation and high order accuracy.
1. INTRODUCTION

Accurate and efficient approximations of solutions to partial differential equations are important to numerous applications arising in engineering and the sciences. For the numerical methods solving the partial differential equations, we are interested in three practical perspectives: accuracy, efficiency and stability. The methods that are based on a variational formulation, such as spectral methods and finite element methods, are usually with accuracy guaranteed. High order numerical methods will help achieve the desired accuracy with low computation cost. For numerical stability, it is desired to have numerical solutions to preserve some discrete analogues of the key properties of the exact solution. The First three chapters are dedicated for accuracy analysis and the last two chapters will deal with stability issues.

1.1 Superconvergence Of Spectral Element Method And Its Finite Difference Type Implementation

Consider solving a two-dimensional elliptic equation with smooth coefficients on a rectangular domain (or some geometry that can be mapped to a rectangular smoothly) with homogeneous Dirichlet boundary condition by the classical spectral element method on a rectangular mesh. The variational problem from the elliptic equation is to find \( u \in H^1_0(\Omega) = \{ v \in H^1(\Omega) : v|_{\partial\Omega} = 0 \} \) satisfying

\[
A(u, v) := \iint_{\Omega} (\nabla v^T a \nabla u + b \nabla uv + cuv) \, dx \, dy = (f, v), \quad \forall v \in H^1_0(\Omega), \tag{1.1}
\]

where \( a = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \) is real symmetric positive definite and \( b = (b^1 \quad b^2). \)

Let \( h \) be the mesh size and \( V^h_0 \subseteq H^1_0(\Omega) \) be the piecewise polynomial space consisting of piecewise \( Q^k \) polynomials (i.e., tensor product of piecewise polynomials of degree \( k \)), then the continuous finite element solution is defined as \( u_h \in V^h_0 \) satisfying

\[
A(u_h, v_h) = (f, v_h), \quad \forall v_h \in V^h_0. \tag{1.2}
\]
It is well-known that standard error estimates of (1.2) are \( \|u - u_h\|_1 \leq Ch^k \|u\|_{k+1} \) and \( \|u - u_h\|_0 \leq Ch^{k+1} \|u\|_{k+1} \) where \( \| \cdot \|_k \) denotes \( H^k(\Omega) \)-norm, see [3]. For \( k \geq 2 \), \( O(h^{k+1}) \) superconvergence for the gradient at Gauss quadrature points and \( O(h^{k+2}) \) superconvergence for functions values at Gauss-Lobatto quadrature points were proven for one-dimensional case in [4]–[6] and for two-dimensional case in [7]–[10].

The spectral element method in the literature usually refers to implementing the scheme (1.2) with tensor product of \( m \)-point Gauss-Lobatto quadrature with \( m \geq k + 1 \). For the \( Q^k \) spectral element method, the previous standard finite element error estimates still hold [11], i.e., the error in \( H^1 \)-norm is \( k \)-th order and the error in \( L^2 \)-norm is \( (k+1) \)-th order. It is also well known that the Lagrangian \( Q^k (k \geq 2) \) continuous finite element method is \( (k+2) \)-th order accurate in the discrete \( 2 \)-norm over all \( (k+1) \)-point Gauss-Lobatto quadrature points [8]–[10]. If using a very accurate quadrature in the finite element method for a variable coefficient operator \( \nabla \cdot (a(x)\nabla u) \), then \( (k+2) \)-th order superconvergence at Gauss-Lobatto points holds trivially. In practice users might use over-integration \( m > k + 1 \) for problems with variable coefficients, which will deteriorate the efficiency. In this dissertation, we prove that even the superconvergence of function values still hold for the simplest choice \( m = k + 1 \) i.e. \( (k+1) \)-points Gauss-Lobatto quadrature, which is desired for the efficiency of having a diagonal mass matrix and for the convenience of implementation. In particular in the seismic community, where highly efficient simulation of the elastic wave equation is of important, the spectral method has become the method of choice, [12], [13].

It may not seem surprising that the \( (k+2) \)-th order superconvergence of (1.2) would be affected by the \( (k+1) \)-point Gauss-Lobatto quadrature, but it is actually quite difficult to prove by standard superconvergence techniques and never proved in the literature.

The spectral element scheme can be denoted as finding \( u_h \in V_0^h \) satisfying

\[
A_h(u_h, v_h) = \langle f, v_h \rangle_h, \quad \forall v_h \in V_0^h, \tag{1.3}
\]

where \( A_h(u_h, v_h) \) and \( \langle f, v_h \rangle_h \) denote using tensor product of \( (k+1) \)-point Gauss-Lobatto quadrature for integrals \( A(u_h, v_h) \) and \( (f, v_h) \) respectively. Such a scheme can be regarded as a finite difference type scheme on all Gauss-Lobatto points, see Figure 1.1.
So the coincidence of the superconvergence points and degrees of freedom actually provides us a \((k + 2)\)-th order accurate finite difference type scheme. To be more specific, for homogeneous and non-homogeneous Dirichlet type boundary conditions, we can show that (1.3) with \(k \geq 2\) is a \((k + 2)\)-th order accurate finite difference scheme in the discrete 2-norm under suitable smoothness assumptions on the exact solution and the coefficients.

We emphasize that such a superconvergence result cannot be proven by the standard quadrature estimate, i.e., the Bramble-Hilbert Lemma. In order to obtain desired estimate, we used a novel and very tight Gauss-Lobatto quadrature error estimate by counting all possible cancellations of quadrature errors across element boundaries. The \((k + 2)\)-th order accuracy over all Gauss-Lobatto points explains why people observe higher order accuracy in spectral element method than the \(L^2\)-estimate when the errors are only measured at the quadrature points.

The above superconvergence results to spectral element method can also be extended to the case for solving parabolic, hyperbolic equations and linear Schrödinger equation. Thus for the time-dependent problem, we can gain more from the superconvergence i.e. we get a \((k + 2)\)-th order accurate finite difference method, which is one more order accurate than the traditional spectral element method.

Based on the same idea as above, to have the coincidence of the superconvergence points and degrees of freedom and compute the bilinear form in the scheme (1.2), another convenient implementation is to replace the smooth coefficient \(a(x, y)\) by a piecewise \(Q^2\) polynomial \(a_I(x, y)\) obtained by interpolating \(a(x, y)\) at the quadrature points in each cell shown in

\[ \text{Figure 1.1.} \quad \text{An illustration of Lagrangian } Q^2 \text{ element and the } 3 \times 3 \text{ Gauss-Lobatto quadrature.} \]
Figure 1.1. Then one can compute the integrals in the bilinear form exactly since the integrand is a polynomial. The same \((k + 2)\)-th order superconvergence of function values for such an approximated coefficient scheme will be proven in Chapter 4.

### 1.2 Monotonicity And Discrete Maximum Principle

Consider solving a two-dimensional Poisson equation with variable coefficient and Dirichlet boundary condition on a rectangular domain \(\Omega = [0, 1]^2\):

\[
\mathcal{L}u \equiv -\nabla \cdot (a \nabla u) + cu = 0 \quad \text{on} \quad \Omega,
\]

\[
u = g \quad \text{on} \quad \partial \Omega,
\]

where \(a(x, y) \in C^1(\bar{\Omega}), c(x, y) \in C^0(\bar{\Omega})\) with \(0 < a_{\min} \leq a(x, y) \leq a_{\max}\) and \(c(x, y) \geq 0\). For a smooth enough solution \(u\), maximum principle holds [14]: \(\mathcal{L}u \leq 0 \text{ in } \Omega \implies \max_{\Omega} u \leq \max \{0, \max_{\partial \Omega} u\}\), and in particular,

\[
\mathcal{L}u = 0 \text{ in } \Omega \implies |u(x, y)| \leq \max_{\partial \Omega} |u|, \quad \forall (x, y) \in \Omega.
\]  

A linear approximation to \(\mathcal{L}\) can be represented as a matrix \(L_h\). The matrix \(L_h\) is called *monotone* if its inverse has nonnegative entries, i.e., \(L_h^{-1} \geq 0\). All matrix inequalities in the following are entrywise inequalities. One sufficient condition for the discrete maximum principle is the *monotonicity* of the scheme [15], which was also used to prove convergence of numerical schemes, e.g., [16]–[19]. Monotonicity is a sufficient condition to achieve bound-preserving property. For various purposes, it is desired to have numerical schemes to satisfy (1.5) in the discrete sense or a monotone approximation of elliptic operators, e.g., constructing bound-preserving and positivity-preserving schemes for convection dominated convection-diffusion problems.

For discrete maximum principle to hold in \(P^2\) FEM on a generic triangular mesh, it was proven in [20] that it is necessary and sufficient to require a very strong mesh constraint, which essentially gives either regular triangulation or equilateral triangulation. Thus usually discrete maximum principle is regarded as not true for high order accurate schemes on
unstructured meshes. On structured meshes, there are a few fourth order accurate finite difference schemes that is monotone for discrete Laplacian. For instance, the classical fourth order accurate 9-point discrete Laplacian, which is a fourth order accurate compact finite difference scheme, forms an M-matrix thus is monotone. However, for a variable coefficient elliptic operator, even on structured meshes, no high order accurate schemes have been proven monotone before.

For proving monotonicity, the main viable tool in the literature is to use M-matrices which are inverse positive. All off-diagonal entries of M-matrices must be non-positive. Except the fourth order compact finite difference, all high order accurate schemes induce positive off-diagonal entries, destroying M-matrix structure, which is a major challenge of proving monotonicity. M-matrix factorization of the form $L_h = M_1 M_2$ were shown for special high order schemes for Laplacian but these M-matrix factorization seem ad hoc and do not apply to complicated variable coefficient problems. In [21], Lorenz proposed some matrix entry-wise inequality for ensuring a matrix to be a product of two M-matrices and applied it to Lagrangian $P^2$ finite element method on uniform regular triangular meshes for Laplacian. We were able to extend Lorenz’s condition to the $Q^2$ spectral element method for a scalar variable coefficient problem $-\nabla \cdot (a \nabla u) + cu = f$ on uniform meshes. This is the first time a high order accurate is proven monotone for a variable coefficient problem. Following this approach, the fifth order accurate $Q^3$ scheme was proven monotone for Laplacian in [22].

For convection dominated convection-diffusion problems, we also proved that certain high order accurate compact finite difference methods with high order strong stability preserving time discretizations for convection diffusion problems satisfies weak monotonicity as in [23]. Then a simple limiter can be designed to enforce the bound-preserving property in compact finite difference schemes solving convection diffusion equations without losing conservation and high order accuracy.

1.3 Organization Of The Dissertation

In this dissertation, in Chapter 2, we analyze the accuracy of spectral element method for elliptic equation measured on the $(k + 1)$ Gauss-Lobatto points, on which the method
can be viewed as a \((k + 2)\)-th order finite difference method. In Chapter 3, we extend this result to second order linear parabolic, wave and Schrödinger equations. Then in Chapter 4, following the same idea, we describe how to construct high-order finite difference method for elliptic equations by replacing the coefficients with their piecewise \(Q^k\) interpolant and analyze its accuracy. In Chapter 5, we show that the discrete maximum principle can be proven for the method constructed in Chapter 2 in the case \(k = 2\) under some mesh constraint when solving the variable coefficient Poisson equations. In Chapter 6, we present a class of high-order bound-preserving compact finite difference methods.
2. SUPERCONVERGENCE OF SPECTRAL ELEMENT
METHOD FOR ELLIPTIC EQUATIONS

In this chapter, we analyze the accuracy of spectral element method for the elliptic equations with Dirichlet boundary conditions. The classical spectral element method with Lagrangian $Q^k$ basis reduces to a finite difference scheme when all the integrals are approximated by the $(k+1) \times (k+1)$ Gauss-Lobatto quadrature. We prove that this finite difference scheme is $(k+2)$-th order accurate in the discrete 2-norm for the elliptic equations with Dirichlet boundary conditions, which is a superconvergence result of function values. We also give a convenient implementation for the case $k = 2$, which is a simple fourth order accurate elliptic solver on a rectangular domain.

2.1 Introduction

2.1.1 Motivation

In this chapter we consider solving a two-dimensional elliptic equation with smooth coefficients on a rectangular domain by high order finite difference schemes, which are constructed via using suitable quadrature in the classical continuous finite element method on a rectangular mesh. Consider the following model problem as an example: a variable coefficient Poisson equation $-\nabla \cdot (a(x)\nabla u) = f, a(x) > 0$ on a square domain $\Omega = (0,1) \times (0,1)$ with homogeneous Dirichlet boundary conditions. The variational form is to find $u \in H^1_0(\Omega) = \{v \in H^1(\Omega) : v|_{\partial \Omega} = 0\}$ satisfying

$$A(u,v) = (f,v), \, \forall v \in H^1_0(\Omega),$$

where $A(u,v) = \iint_{\Omega} a\nabla u \cdot \nabla v dx dy, (f,v) = \iint_{\Omega} f v dx dy$. Let $h$ be the mesh size of an uniform rectangular mesh and $V^h_0 \subseteq H^1_0(\Omega)$ be the continuous finite element space consisting of piecewise $Q^k$ polynomials (i.e., tensor product of piecewise polynomials of degree $k$), then the $C^0-Q^k$ finite element solution is defined as $u_h \in V^h_0$ satisfying

$$A(u_h,v_h) = (f,v_h), \, \forall v_h \in V^h_0.$$
Standard error estimates of (2.1) are \( \|u - u_h\|_1 \leq Ch^k \|u\|_{k+1} \) and \( \|u - u_h\|_0 \leq Ch^{k+1} \|u\|_{k+1} \) where \( \| \cdot \|_k \) denotes \( H^k(\Omega) \)-norm, see [3]. For \( k \geq 2 \), \( O(h^{k+1}) \) superconvergence for the gradient at Gauss quadrature points and \( O(h^{k+2}) \) superconvergence for functions values at Gauss-Lobatto quadrature points were proven for one-dimensional case in [4]–[6] and for two-dimensional case in [7]–[10].

When implementing the scheme (2.1), integrals are usually approximated by quadrature. The most convenient implementation is to use \((k + 1) \times (k + 1)\) Gauss-Lobatto quadrature because they not only are superconvergence points but also can define all the degree of freedoms of Lagrangian \( Q^k \) basis. See Figure 1.1 for the case \( k = 2 \). Such a quadrature scheme can be denoted as finding \( u_h \in V^h_0 \) satisfying

\[
A_h(u_h, v_h) = \langle f, v_h \rangle_h, \quad \forall v_h \in V^h_0,
\]

(2.2)

where \( A_h(u_h, v_h) \) and \( \langle f, v_h \rangle_h \) denote using tensor product of \((k + 1)\)-point Gauss-Lobatto quadrature for integrals \( A(u_h, v_h) \) and \( \langle f, v_h \rangle \) respectively.

It is well known that many classical finite difference schemes are exactly finite element methods with specific quadrature scheme, see [3]. We will write scheme (2.2) as an exact finite difference type scheme in Section 2.9 for \( k = 2 \). Such a finite difference scheme not only provides an efficient and also convenient way for assembling the stiffness matrix especially for a variable coefficient problem, but also with has advantages inherited from the variational formulation, such as symmetry of stiffness matrix and easiness of handling boundary conditions in high order schemes. This is the variational approach to construct a high order accurate finite difference scheme.

### 2.1.2 Superconvergence Of \( C^0-Q^k \) Finite Element Method

Standard error estimates of (2.1) are \( \|u - u_h\|_1 \leq Ch^k \|u\|_{k+1} \) and \( \|u - u_h\|_0 \leq Ch^{k+1} \|u\|_{k+1} \) [3]. At certain quadrature or symmetry points the finite element solution or its derivatives have higher order accuracy, which is called superconvergence. Douglas and Dupont first proved that continuous finite element method using piecewise polynomial of degree \( k \) has \( O(h^{2k}) \) convergence at the knots in an one dimensional mesh [24], [25]. In [25], \( O(h^{2k}) \) was
proven to be the best possible convergence rate. For \( k \geq 2 \), \( O(h^{k+1}) \) for the derivatives at Gauss quadrature points and \( O(h^{k+2}) \) for functions values at Gauss-Lobatto quadrature points were proven in [4]–[6].

For two dimensional cases, it was first showed in [26] that the \((k + 2)\)-th order superconvergence for \( k \geq 2 \) at vertices of all rectangular cells in a two dimensional rectangular mesh. Namely, the convergence rate at the knots is at least one order higher than the rate globally. Later on, the \( 2k \)-th order (for \( k \geq 2 \)) convergence rate at the knots was proven for \( Q^k \) elements solving \(-\Delta u = f\), see [27], [28].

For the multi-dimensional variable coefficient case, when discussing the superconvergence of derivatives, it can be reduced to the Laplacian case. Superconvergence of tensor product elements for the Laplacian case can be established by extending one-dimensional results [8], [26]. See also [29] for the superconvergence of the gradient. The superconvergence of function values in rectangular elements for the variable coefficient case was studied in [9] by Chen with M-type projection polynomials and in [10] by Lin and Yan with the point-line-plane interpolation polynomials. In particular, let \( Z_0 \) denote the set of tensor product of \((k + 1)\)-point Gauss-Lobatto quadrature points for all rectangular cells, then the following superconvergence of function values for \( Q^k \) elements was shown in [9]:

\[
\left( \sum_{(x,y) \in Z_0} \left| u(x,y) - u_h(x,y) \right|^2 \right)^{1/2} \leq C h^{k+2} \| u \|_{k+2}, \quad k \geq 2.
\]

\[
\max_{(x,y) \in Z_0} \left| u(x,y) - u_h(x,y) \right| \leq C h^{k+2} \ln h \| u \|_{k+2,\infty,\Omega}, \quad k \geq 2.
\]  

Classical quadrature error estimates imply that standard finite element error estimates still hold for (2.2), see [3], [30]. The focus of this chapter is to prove that the superconvergence of function values at Gauss-Lobatto points still holds with the Gauss-Lobatto quadrature. To be more specific, for Dirichlet type boundary conditions, we will show that (2.2) with \( k \geq 2 \) is a \((k + 2)\)-th order accurate finite difference scheme in the discrete 2-norm under suitable smoothness assumptions on the exact solution and the coefficients.

In this chapter, the main motivation to study superconvergence is to use it for constructing \((k + 2)\)-th order accurate finite difference schemes. For such a task, superconvergence
points should define all degree of freedoms over the whole computational domain including boundary points. For high order finite element methods, this seems possible only on quite structured meshes such as rectangular meshes for a rectangular domain and equilateral triangles for a hexagonal domain, even though there are numerous superconvergence results for interior cells in unstructured meshes.

2.1.3 Related Work And Difficulty In Using Standard Tools

To illustrate our perspectives and difficulties, we focus on the case $k = 2$ in the following. For computing the bilinear form in the scheme (2.1), another convenient implementation is to replace the smooth coefficient $a(x, y)$ by a piecewise $Q^2$ polynomial $a_I(x, y)$ obtained by interpolating $a(x, y)$ at the quadrature points in each cell shown in Figure 1.1. Then one can compute the integrals in the bilinear form exactly since the integrand is a polynomial. Superconvergence of function values for such an approximated coefficient scheme was proven in Chapter 5 and the proof can be easily extended to higher order polynomials and three-dimensional cases. This result might seem surprising since interpolation error $a(x, y) - a_I(x, y)$ is of third order. On the other hand, all the tools used in Chapter 4 are standard in the literature.

From a practical point of view, (2.2) is interesting and practical since it gives a genuine finite difference scheme. It is straightforward to use standard tools in the literature for showing superconvergence still holds for accurate enough quadrature. Even though the $3 \times 3$ Gauss-Lobatto quadrature is fourth order accurate, the standard quadrature error estimates cannot be used directly to establish the fourth order accuracy of (2.2), as will be explained in detail in Remark 2.3.10 in Section 2.3.2.

We can also rewrite (2.2) for $k = 2$ as a finite difference scheme but its local truncation error is only second order as will be shown in Section 2.9.4. The phenomenon that truncation errors have lower orders was named supracoherence in the literature. The second order truncation error makes it difficult to establish the fourth order accuracy following any traditional finite difference analysis approaches.
To construct high order finite difference schemes from variational formulation, we can also consider finite element method with $P^2$ basis on a regular triangular mesh in which two adjacent triangles form a rectangle [31]. Superconvergence of function values in $C^0$-$P^2$ finite element method at the three vertices and three edge centers can be proven [8], [9]. See also [32]. Even though the quadrature using only three edge centers is third order accurate, error cancellations happen on two adjacent triangles forming a rectangle, thus fourth order accuracy of the corresponding finite difference scheme is still possible. However, extensions to construct higher order finite difference schemes are much more difficult.

The main contribution is to give the proof of the $(k+2)$-th order accuracy of (2.2) with $k \geq 2$, which is an easy construction of high order finite difference schemes for variable coefficient problems. An important step is to obtain desired sharp quadrature estimate for the bilinear form, for which it is necessary to count in quadrature error cancellations between neighboring cells. Conventional quadrature estimating tools such as the Bramble-Hilbert Lemma only give the sharp estimate on each cell thus cannot be used directly. A key technique in this chapter is to apply the Bramble-Hilbert Lemma after integration by parts on proper interpolation polynomials to allow error cancellations.

In Section 2.2, we introduce our notations and assumptions. In Section 2.3, standard quadrature estimates are reviewed. Superconvergence of bilinear forms with quadrature is shown in Section 2.5. Then we prove the main result for homogeneous Dirichlet boundary conditions in Section 2.6 and for nonhomogeneous Dirichlet boundary conditions in Section 2.7. The Neumann boundary condition case is in Section 2.8. Section 2.9 provides a simple finite difference implementation of (2.2). Section 2.10 contains numerical tests. Concluding remarks are given in Section 2.11.

2.2 Notations And Assumptions

2.2.1 Notations and basic tools

Except the notations in the introduction, we have the following notations and common tools.
• We only consider a rectangular domain $\Omega = (0, 1) \times (0, 1)$ with its boundary denoted as $\partial \Omega$.

• Only for convenience, we assume $\Omega_h$ is an uniform rectangular mesh for $\bar{\Omega}$ and $e = [x_e - h, x_e + h] \times [y_e - h, y_e + h]$ denotes any cell in $\Omega_h$ with cell center $(x_e, y_e)$. The assumption of an uniform mesh is not essential to the discussion of superconvergence. All superconvergence results in this chapter can be easily extended to continuous finite element method with $Q^k$ element on a quasi-uniform rectangular mesh, but not on a generic quadrilateral mesh or any curved mesh.

• $Q^k(e) = \{ p(x, y) = \sum_{i=0}^{k} \sum_{j=0}^{k} p_{ij} x^i y^j, (x, y) \in e \}$ is the set of tensor product of polynomials of degree $k$ on a cell $e$.

• $V^h = \{ p(x, y) \in C^0(\Omega_h) : p|_e \in Q^k(e), \forall e \in \Omega_h \}$ denotes the continuous piecewise $Q^k$ finite element space on $\Omega_h$.

• $V^h_0 = \{ v_h \in V^h : v_h|_{\partial \Omega} = 0 \}$.

• The norm and seminorms for $W^{k,p}(\Omega)$ and $1 \leq p < +\infty$, with standard modification for $p = +\infty$:

$$\|u\|_{k,p,\Omega} = \left( \int_\Omega \left( \sum_{i+j \leq k} \int \left| \partial_x^i \partial_y^j u(x, y) \right|^p dxdy \right)^{1/p} \right),$$

$$|u|_{k,p,\Omega} = \left( \int_\Omega \left( \sum_{i+j = k} \int \left| \partial_x^i \partial_y^j u(x, y) \right|^p dxdy \right)^{1/p} \right),$$

$$[u]_{k,p,\Omega} = \left( \int_\Omega \left( \int \left| \partial_x^k u(x, y) \right|^p dxdy + \int_\Omega \left| \partial_y^k u(x, y) \right|^p dxdy \right)^{1/p} \right).$$

Notice that $[u]_{k+1,p,\Omega} = 0$ if $u$ is a $Q^k$ polynomial.

• For simplicity, sometimes we may use $\|u\|_{k,\Omega}$, $|u|_{k,\Omega}$ and $[u]_{k,\Omega}$ denote norm and seminorms for $H^k(\Omega) = W^{k,2}(\Omega)$.

• When there is no confusion, $\Omega$ may be dropped in the norm and seminorms, e.g., $\|u\|_k = \|u\|_{k,2,\Omega}$.
• For any \( v_h \in V^h \), \( 1 \leq p < +\infty \) and \( k \geq 1 \), we will abuse the notation to denote the broken Sobolev norm and seminorms by the following symbols:

\[
\|v_h\|_{k,p,\Omega} := \left( \sum_e \|v_h\|^p_{k,p,e} \right)^{\frac{1}{p}}, \quad |v_h|_{k,p,\Omega} := \left( \sum_e |v_h|^p_{k,p,e} \right)^{\frac{1}{p}}, \quad [v_h]_{k,p,\Omega} := \left( \sum_e [v_h]^p_{k,p,e} \right)^{\frac{1}{p}}.
\]

• Let \( Z_{0,e} \) denote the set of \((k + 1) \times (k + 1)\) Gauss-Lobatto points on a cell \( e \).

• \( Z_0 = \bigcup_e Z_{0,e} \) denotes all Gauss-Lobatto points in the mesh \( \Omega_h \).

• Let \( \|u\|_{l^2(\Omega)} \) and \( \|u\|_{l^\infty(\Omega)} \) denote the discrete 2-norm and the maximum norm over \( Z_0 \) respectively:

\[
\|u\|_{l^2(\Omega)} = \left[ h^2 \sum_{(x,y) \in Z_0} |u(x,y)|^2 \right]^{\frac{1}{2}}, \quad \|u\|_{l^\infty(\Omega)} = \max_{(x,y) \in Z_0} |u(x,y)|.
\]

• When there is no confusion, for simplicity, sometimes we may use \( \|u\|_{l^2} \) and \( |u|_{l^\infty} \) to denote \( \|u\|_{l^2(\Omega)} \) and \( \|u\|_{l^\infty(\Omega)} \) respectively.

• For a continuous function \( f(x,y) \), let \( f_I(x,y) \) denote its piecewise \( Q^k \) Lagrange interpolant at \( Z_{0,e} \) on each cell \( e \), i.e., \( f_I \in V^h \) satisfies:

\[
f(x,y) = f_I(x,y), \quad \forall (x,y) \in Z_0.
\]

• \( P^k(t) \) denotes the set of polynomial of degree \( k \) of variable \( t \).

• \( (f,v)_e \) denotes the inner product in \( L^2(e) \) and \( (f,v) \) denotes the inner product in \( L^2(\Omega) \):

\[
(f,v)_e = \iint_e f v \, dx\,dy, \quad (f,v) = \iint_\Omega f v \, dx\,dy = \sum_e (f,v)_e.
\]

• \( (f,v)_{e,h} \) denotes the approximation to \( (f,v)_e \) by using \((k + 1) \times (k + 1)\)-point Gauss Lobatto quadrature with \( k \geq 2 \) for integration over cell \( e \).

• \( (f,v)_h \) denotes the approximation to \( (f,v) \) by using \((k + 1) \times (k + 1)\)-point Gauss Lobatto quadrature with \( k \geq 2 \) for integration over each cell \( e \).
\( \hat{K} = [-1, 1] \times [-1, 1] \) denotes a reference cell.

For \( f(x, y) \) defined on \( e \), consider \( \hat{f}(s, t) = f(sh + x, th + y) \) defined on \( \hat{K} \). Let \( \hat{f}_I \) denote the \( Q^k \) Lagrange interpolation of \( \hat{f} \) at the \((k + 1) \times (k + 1)\) Gauss Lobatto quadrature points on \( \hat{K} \).

\[
(\hat{f}, \hat{v})_{\hat{K}} = \int_{\hat{K}} \hat{f} \hat{v} \, dsdt.
\]

\( \langle \hat{f}, \hat{v} \rangle_{\hat{K}} \) denotes the approximation to \( (\hat{f}, \hat{v})_{\hat{K}} \) by using \((k + 1) \times (k + 1)\)-point Gauss-Lobatto quadrature.

On the reference cell \( \hat{K} \), for convenience we use the superscript \( h \) over the \( ds \) or \( dt \) to denote we use \((k + 1)\)-point Gauss-Lobatto quadrature for the corresponding variable. For example,

\[
\int_{\hat{K}} \hat{f}^h d^h t = \int_{-1}^1 \left[ w_1 \hat{f}(-1, t) + w_{k+1} \hat{f}(1, t) + \sum_{i=2}^{k} w_i \hat{f}(x_i, t) \right] dt.
\]

Since \((\hat{f}, \hat{v})_I \) coincides with \( \hat{f} \hat{v} \) at the quadrature points, we have

\[
\int_{\hat{K}} (\hat{f} \hat{v})_I dx dy = \int_{\hat{K}} (\hat{f} \hat{v})_I d^h x d^h y = \int_{\hat{K}} \hat{f} \hat{v} d^h x d^h y = \langle \hat{f}, \hat{v} \rangle_{\hat{K}}.
\]

On the domain \( \Omega \), for convenience we use the superscript \( h \) over the \( dx \) or \( dy \) to denote we use \((k + 1)\)-point Gauss-Lobatto quadrature for the corresponding variable on each cell. For example, we have

\[
\int_{\Omega} (f v)_I dx dy = \int_{\Omega} (f v)_I d^h x d^h y = \int_{\Omega} f v d^h x d^h y = \langle f, v \rangle_h.
\]

The following are commonly used tools and facts:

For \( n \)-dimensional problems, the following scaling argument will be used:

\[
h^{k-n/p} |v|_{k,p,e} = |\hat{v}|_{k,p,\hat{K}}, \quad h^{k-n/p}[v]_{k,p,e} = [\hat{v}]_{k,p,\hat{K}}, \quad 1 \leq p \leq \infty. \tag{2.5}
\]
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• There exist constants $C_i$ ($i = 1, 2, 3, 4$) independent of $h$ such that $l^2$-norm and $L^2$-norm are equivalent for $V^h$:

$$C_1 \|v_h\|_{l^2(\Omega)} \leq \|v_h\|_0 \leq C_2 \|v_h\|_{l^2(\Omega)}, \quad \forall v \in V^h,$$

$$C_3 \langle v_h, v_h \rangle_h \leq \|v_h\|_0^2 \leq C_4 \langle v_h, v_h \rangle_h, \quad \forall v \in V^h. \quad (2.6)$$

• Inverse estimates for polynomials:

$$\|v_h\|_{k+1,e} \leq Ch^{-1} \|v_h\|_{k,e}, \quad \forall v_h \in V^h, k \geq 0. \quad (2.7)$$

• Sobolev’s embedding in two and three dimensions: $H^2(\hat{K}) \hookrightarrow C^0(\hat{K})$.

• The embedding implies

$$\|\hat{f}\|_{0,\infty,\hat{K}} \leq C\|\hat{f}\|_{k,2,\hat{K}}, \quad \forall \hat{f} \in H^k(\hat{K}), k \geq 2,$$

$$\|\hat{f}\|_{1,\infty,\hat{K}} \leq C\|\hat{f}\|_{k+1,2,\hat{K}}, \quad \forall \hat{f} \in H^{k+1}(\hat{K}), k \geq 2.$$  

• Cauchy-Schwarz inequalities in two dimensions:

$$\sum_e \|u\|_{k,e} \|v\|_{k,e} \leq \left(\sum_e \|u\|_{k,e}^2\right)^{\frac{1}{2}} \left(\sum_e \|v\|_{k,e}^2\right)^{\frac{1}{2}}, \quad \|u\|_{k,1,e} = O(h)\|u\|_{k,2,e}.$$  

• Poincaré inequality: let $\bar{u}$ be the average of $u \in H^1(\Omega)$ on $\Omega$, then

$$|u - \bar{u}|_{0,p,\Omega} \leq C|\nabla u|_{0,p,\Omega}, \quad p \geq 1.$$  

If $\bar{u}$ is the average of $u \in H^1(e)$ on a cell $e$, we have

$$|u - \bar{u}|_{0,p,e} \leq Ch|\nabla u|_{0,p,e}, \quad p \geq 1.$$  

• For $k \geq 2$, the $(k + 1) \times (k + 1)$ Gauss-Lobatto quadrature is exact for integration of polynomials of degree $2k - 1 \geq k + 1$ on $\hat{K}$. 
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• Define the projection operator \( \hat{\Pi}_1 : \hat{u} \in L^1(\hat{K}) \to \hat{\Pi}_1 \hat{u} \in Q^1(\hat{K}) \) by

\[
\int_{\hat{K}} (\hat{\Pi}_1 \hat{u}) w ds dt = \int_{\hat{K}} \hat{u} w ds dt, \quad \forall w \in Q^1(\hat{K}).
\]

(2.8)

Notice that all degree of freedoms of \( \hat{\Pi}_1 \hat{u} \) can be represented as a linear combination of \( \hat{\Pi}_1 \hat{u}(s,t) p(s,t) ds dt \) for \( p(s,t) = 1 \), \( s,t \), thus the \( H^1(\hat{K}) \) (or \( H^2(\hat{K}) \)) norm of \( \hat{\Pi}_1 \hat{u} \) are determined by \( \int_{\hat{K}} \hat{\Pi}_1 \hat{u}(s,t) p(s,t) ds dt \). By Cauchy-Schwarz inequality

\[
|\int_{\hat{K}} \hat{\Pi}_1 \hat{u}(s,t) \hat{p}(s,t) ds dt| \leq \|\hat{\Pi}_1 \hat{u}\|_{0,2,K} \|\hat{p}\|_{0,2,K} \leq C\|\hat{\Pi}_1 \hat{u}\|_{0,2,K},
\]

which means \( \hat{\Pi}_1 \) is a continuous linear mapping from \( L^2(\hat{K}) \) to \( H^1(\hat{K}) \). By a similar argument, one can show \( \hat{\Pi}_1 \) is a continuous linear mapping from \( L^2(\hat{K}) \) to \( H^2(\hat{K}) \).

### 2.2.2 Coercivity and elliptic regularity

We consider the elliptic variational problem of finding \( u \in H^1_0(\Omega) \) to satisfy

\[
A(u, v) := \int_{\Omega} (\nabla v^T a \nabla u + b \nabla u v + cu^2) dx dy = (f, v), \quad \forall v \in H^1_0(\Omega),
\]

(2.9)

where \( a = \begin{pmatrix} a^{11} & a^{12} \\ a^{21} & a^{22} \end{pmatrix} \) is real symmetric positive definite and \( b = [b^1 \ b^2] \). Assume the coefficients \( a, b \) and \( c \) are smooth with uniform upper bounds, thus \( A(u, v) \leq C\|u\|_1\|v\|_1 \) for any \( u, v \in H^1_0(\Omega) \). We denote \( \lambda_a \) as the smallest eigenvalues of \( a \). Assume \( \lambda_a \) has a positive lower bound and \( \nabla \cdot b \leq 2c \), so that coercivity of the bilinear form can be easily achieved. Since

\[
(b \cdot \nabla u, v) = \int_{\partial \Omega} uv b \cdot n ds - (\nabla \cdot (vb), u) = \int_{\partial \Omega} uv b \cdot n ds - (b \cdot \nabla v, u) - (v \nabla \cdot b, u),
\]

we have

\[
2(b \cdot \nabla v, v) + 2(cv, v) = \int_{\partial \Omega} v^2 b \cdot n ds + ((2c - \nabla \cdot b)v, v) \geq 0, \quad \forall v \in H^1_0(\Omega).
\]

(2.10)
By the equivalence of two norms $|\cdot|_1$ and $\|\cdot\|_1$ for the space $H^1_0(\Omega)$ (see [3]), we conclude that the bilinear form $A(u, v) = (a\nabla u, \nabla v) + (b \cdot \nabla u, v) + (cu, v)$ satisfies coercivity $A(v, v) \geq C\|v\|_1$ for any $v \in H^1_0(\Omega)$.

The coercivity can also be achieved if we assume $|b| < 4\lambda_a c$. By Young’s inequality

$$|(b \cdot \nabla v, v)| \leq \int\int_{\Omega} \frac{|b \cdot \nabla v|^2}{4c} + c|v|^2 dxdy \leq \left(\frac{|b|^2}{4c}\nabla v, \nabla v\right) + (cv, v),$$

we have

$$A(v, v) \geq (a\nabla v, \nabla v) + (cv, v) - |(b \cdot \nabla v, v)| \geq \left((\lambda_a - \frac{|b|^2}{4c})\nabla v, \nabla v\right) > 0, \quad \forall v \in H^1_0(\Omega).$$

(2.11)

Let $A^*$ be the dual operator of $A$, i.e., $A^*(u, v) = A(v, u)$. We need to assume the elliptic regularity holds for the dual problem of (2.9):

$$w \in H^1_0(\Omega), A^*(w, v) = (f, v), \quad \forall v \in H^1_0(\Omega) \implies \|w\|_2 \leq C\|f\|_0, \quad (2.12)$$

where $C$ is independent of $w$ and $f$. See [33], [34] for the elliptic regularity with Lipschitz continuous coefficients on a Lipschitz domain.

### 2.3 Quadrature Error Estimates

In the following, we will use $\hat{}$ for a function to emphasize the function is defined on or transformed to the reference cell $\hat{K} = [-1, 1] \times [-1, 1]$ from a mesh cell.

#### 2.3.1 Standard estimates

By the abstract Bramble-Hilbert Lemma in [35], with the result $\|v\|_{m,p,\Omega} \leq C(|v|_{0,p,\Omega} + [v]_{m,p,\Omega})$ for any $v \in W^{m,p}(\Omega)$ [36], [37], the Bramble-Hilbert Lemma for $Q^k$ polynomials can be stated as (see Exercise 3.1.1 and Theorem 4.1.3 in [38]):
Theorem 2.3.1. If a continuous linear mapping $\hat{\Pi} : H^{k+1}(\hat{K}) \to H^{k+1}(\hat{K})$ satisfies $\hat{\Pi}\hat{v} = \hat{v}$ for any $\hat{v} \in Q^k(\hat{K})$, then
\[
\|\hat{u} - \hat{\Pi}\hat{u}\|_{k+1,\hat{K}} \leq C\|\hat{u}\|_{k+1,\hat{K}}, \quad \forall \hat{u} \in H^{k+1}(\hat{K}).
\] (2.13)

Thus if $l(\cdot)$ is a continuous linear form on the space $H^{k+1}(\hat{K})$ satisfying $l(\hat{v}) = 0$, $\forall \hat{v} \in Q^k(\hat{K})$, then
\[
|l(\hat{u})| \leq C\|l\|_{k+1,\hat{K}}\|\hat{u}\|_{k+1,\hat{K}}, \quad \forall \hat{u} \in H^{k+1}(\hat{K}),
\]
where $\|l\|_{k+1,\hat{K}}$ is the norm in the dual space of $H^{k+1}(\hat{K})$.

For $Q^k$ element ($k \geq 2$), consider $(k + 1) \times (k + 1)$ Gauss-Lobatto quadrature, which is exact for integration of $Q^{2k-1}$ polynomials.

It is straightforward to establish the interpolation error:

Theorem 2.3.2. For a smooth function $a$, $|a - a_I|_{0,\infty,\Omega} = O(h^{k+1})|a|_{k+1,\infty,\Omega}$.

Let $s_j, t_j$ and $w_j$ ($j = 1, \cdots, k + 1$) be the Gauss-Lobatto quadrature points and weight for the interval $[-1, 1]$. Notice $\hat{f}$ coincides with its $Q^k$ interpolant $\hat{f}_I$ at the quadrature points and the quadrature is exact for integration of $\hat{f}_I$, the quadrature can be expressed on $\hat{K}$ as
\[
\sum_{i=1}^{k+1} \sum_{j=1}^{k+1} \hat{f}(s_i, t_j)w_iw_j = \iint_{\hat{K}} \hat{f}_I(x, y)dxdy,
\]
thus the quadrature error is related to interpolation error:
\[
\iint_{\hat{K}} \hat{f}(x, y)dxdy - \sum_{i=1}^{k+1} \sum_{j=1}^{k+1} \hat{f}(s_i, t_j)w_iw_j = \iint_{\hat{K}} \hat{f}(x, y)dxdy - \iint_{\hat{K}} \hat{f}_I(x, y)dxdy.
\]

We have the following estimates on the quadrature error:

Theorem 2.3.3. For $n = 2$ and a sufficiently smooth function $a(x, y)$, if $k \geq 2$ and $m$ is an integer satisfying $k \leq m \leq 2k$, we have
\[
\iint_{\mathcal{E}} a(x, y)dxdy - \iint_{\mathcal{E}} a_I(x, y)dxdy = O(h^{m+\frac{2}{n}})[a]_{m,e} = O(h^{m+n})[a]_{m,\infty,e}.
\]
Proof. Let \( E(a) \) denote the quadrature error for function \( a(x, y) \) on \( e \). Let \( \hat{E}(\hat{a}) \) denote the quadrature error for the function \( \hat{a}(s, t) = a(sh + xe, th + ye) \) on the reference cell \( \hat{K} \). Then for any \( \hat{f} \in H^m(\hat{K}) (m \geq k \geq 2) \), since quadrature are represented by point values, with the Sobolev’s embedding we have

\[
|\hat{E}(\hat{f})| \leq C|\hat{f}|_{0,\infty,\hat{K}} \leq C\|\hat{f}\|_{m,2,\hat{K}}.
\]

Thus \( \hat{E}(\cdot) \) is a continuous linear form on \( H^m(\hat{K}) \) and \( \hat{E}(\hat{f}) = 0 \) if \( \hat{f} \in Q^{m-1}(\hat{K}) \). With (2.5), the Bramble-Hilbert lemma implies

\[
|E(a)| = h^n|\hat{E}(\hat{a})| \leq Ch^n[\hat{a}]_{m,2,\hat{K}} = O(h^{m+\frac{2}{3}})[a]_{m,2,e} = O(h^{m+n})[a]_{m,\infty,e}.
\]

\( \square \)

**Theorem 2.3.4.** If \( k \geq 2 \), \( (f, v_h) - \langle f, v_h \rangle_h = O(h^{k+2})\|f\|_{k+2}\|v_h\|_2 \), \( \forall v_h \in V^h \).

*Proof. This result is a special case of Theorem 5 in [30]. For completeness, we include a proof. Let \( \hat{E}(\cdot) \) denote the quadrature error term on the reference cell \( \hat{K} \). Consider the projection (2.8). Let \( \Pi_1 \) denote the same projection on \( e \). Since \( \hat{\Pi}_1 \) leaves \( Q^0(\hat{K}) \) invariant, by the Bramble-Hilbert lemma on \( \hat{\Pi}_1 \), we get \( [\hat{v}_h - \hat{\Pi}_1\hat{v}_h]_{1,\hat{K}} \leq \|\hat{v}_h - \hat{\Pi}_1\hat{v}_h\|_{1,\hat{K}} \leq C[\hat{v}_h]_{1,\hat{K}} \) thus \( [\hat{\Pi}_1\hat{v}_h]_{1,\hat{K}} \leq [\hat{v}_h]_{1,\hat{K}} + [\hat{v}_h - \hat{\Pi}_1\hat{v}_h]_{1,\hat{K}} \leq C[\hat{v}_h]_{1,\hat{K}}. \) By setting \( w = \hat{\Pi}_1\hat{v}_h \) in (2.8), we get \( |\hat{\Pi}_1\hat{v}_h|_{0,\hat{K}} \leq |\hat{v}_h|_{0,\hat{K}} \). For \( k \geq 2 \), repeat the proof of Theorem 2.3.3, we can get

\[
|\hat{E}(\hat{f}\hat{\Pi}_1\hat{v}_h)| \leq C[\hat{f}\hat{\Pi}_1\hat{v}_h]_{k+2,\hat{K}} \leq C([\hat{f}]_{k+2,\hat{K}}|\hat{\Pi}_1\hat{v}_h|_{0,\infty,\hat{K}} + [\hat{f}]_{k+1,\hat{K}}|\hat{\Pi}_1\hat{v}_h|_{1,\hat{K}}),
\]

where the fact \( [\hat{\Pi}_1\hat{v}_h]_{l,\infty,\hat{K}} = 0 \) for \( l \geq 2 \) is used. The equivalence of norms over \( Q^1(\hat{K}) \) implies

\[
|\hat{E}(\hat{f}\hat{\Pi}_1\hat{v}_h)| \leq C([\hat{f}]_{k+2,\hat{K}}|\hat{\Pi}_1\hat{v}_h|_{0,\hat{K}} + [\hat{f}]_{k+1,\hat{K}}|\hat{\Pi}_1\hat{v}_h|_{1,\hat{K}}) \leq C([\hat{f}]_{k+2,\hat{K}}|\hat{v}_h|_{0,\hat{K}} + [\hat{f}]_{k+1,\hat{K}}|\hat{v}_h|_{1,\hat{K}}).
\]
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Next consider the linear form $\hat{f} \in H^k(\hat{K}) \to \hat{E}(\hat{f}(\hat{v}_h - \hat{\Pi}_1\hat{v}_h))$. Due to the embedding $H^k(\hat{K}) \hookrightarrow C^0(\hat{K})$, it is continuous with operator norm $\leq C\|\hat{v}_h - \hat{\Pi}_1\hat{v}_h\|_{0,\hat{K}}$ since

$$
|\hat{E}(\hat{f}(\hat{v}_h - \hat{\Pi}_1\hat{v}_h))| \leq C|\hat{f}(\hat{v}_h - \hat{\Pi}_1\hat{v}_h)|_{0,\infty,\hat{K}} \leq C|\hat{f}|_{0,\infty,\hat{K}}|\hat{v}_h - \hat{\Pi}_1\hat{v}_h|_{0,\infty,\hat{K}} \\
\leq C\|\hat{f}\|_{k,\hat{K}}\|\hat{v}_h - \hat{\Pi}_1\hat{v}_h\|_{0,\hat{K}}.
$$

For any $\hat{f} \in Q^{k-1}(\hat{K})$, $\hat{E}(\hat{f}\hat{v}_h) = 0$. By the Bramble-Hilbert lemma, we get

$$
|\hat{E}(\hat{f}(\hat{v}_h - \hat{\Pi}_1\hat{v}_h))| \leq C[\hat{f}]_{k,\hat{K}}\|\hat{v}_h - \hat{\Pi}_1\hat{v}_h\|_{0,\hat{K}} \leq C[\hat{f}]_{k,\hat{K}}[\hat{v}_h]_{2,\hat{K}}.
$$

So on a cell $e$, with (2.5), we get

$$
E(fv_h) = h^n\hat{E}(\hat{f}\hat{v}_h) = Ch^{k+2}([f]_{k+2,e}|v_h|_{0,e} + [f]_{k+1,e}|v_h|_{1,e} + [f]_{k,e}|v_h|_{2,e}).
$$

Summing over $e$ and use Cauchy-Schwarz inequality, we get the desired result. \qed

**Remark 2.3.5.** By the Theorem 2.3.1, on the reference cell $\hat{K}$, for $a(x,y) \in H^{k+2}(e)$ and $k \geq 2$, we have

$$
\iint_{\hat{K}} \hat{a}(s,t) - \hat{a}_I(s,t)dsdt \leq C[\hat{a}]_{k+2,\hat{K}} \leq C[\hat{a}]_{k+2,\infty,\hat{K}},
$$

and

$$
\|\hat{a} - \hat{a}_I\|_{k+1,\hat{K}} \leq C[\hat{a}]_{k+1,\hat{K}}.
$$

**Lemma 2.3.6.** If $g \in H^{k+3}(\partial\Omega)$ and $v_h \in V^h$, then for $k \geq 3$, we have

$$
\int_{\partial\Omega} (g - g_I)v_h d\mu = O(h^{k+2.5})\|g\|_{k+3,\partial\Omega}\|v_h\|_2.
$$

**Proof.** Note

$$
\int_{\partial\Omega} (g - g_I)v_h d\mu = \int_{\partial\Omega} (g - g_I)(v_h - \Pi_1v_h)d\mu + \int_{\partial\Omega} (g - g_I)\Pi_1v_h d\mu = I + II.
$$
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In the following, we will focus on the left boundary $L_2$ instead of $\partial\Omega$ since the same estimate can be applied to the top boundary $L_1$, bottom boundary $L_3$ and right boundary $L_4$ as well. Assume the left boundary of cell $e$ is denoted as $l_2$.

For part $I$, by the Bramble-Hilbert Lemma, we have

$$\int_{L_2} (g-g_I)(v_h - \Pi_1 v_h)(-1, y) dy$$

$$= h \sum_{e \cap L_2 \neq \emptyset} \int_{-1}^{1} (\hat{g} - \hat{g_I})(\hat{v_h} - \hat{\Pi_1} \hat{v_h})(-1, t) dt$$

$$\leq h \sum_{e \cap L_2 \neq \emptyset} \left( \int_{-1}^{1} |\hat{g} - \hat{g_I}|^2 (-1, t) dt \right)^{\frac{3}{2}} \left( \int_{-1}^{1} |\hat{v_h} - \hat{\Pi_1} \hat{v_h}|^2 (-1, t) dt \right)^{\frac{1}{2}}$$

$$\leq h \sum_{e \cap L_2 \neq \emptyset} \left( \int_{-1}^{1} |\partial_1^{k+1} \hat{g}|^2 (-1, t) dt \right)^{\frac{3}{2}} \left( \int_{-1}^{1} |\partial_1^{2} \hat{v_h}|^2 (-1, t) dt \right)^{\frac{1}{2}} = O(h^{k+3}) \sum_{e \cap L_2 \neq \emptyset} |g|_{k+1, l_2} |v_h|_{2, l_2}.$$

For part $II$, let $\hat{E}_1(\cdot)$ denote the quadrature error term on the reference cell $\hat{K}_1 = [-1, 1]$, then

$$\int_{L_2} (g-g_I)\Pi_1 v_h dy = \int_{L_2} (g-g_I)\Pi_1 v_h d\mu - \int_{L_2} (g-g_I)\Pi_1 v_h d\mu = h \sum_{e \cap L_2 \neq \emptyset} \hat{E}_1 ((g-g_I)\Pi_1 v_h (-1, t)).$$

Following the proof of Theorem 2.3.4, we have

$$\hat{E}_1 ((g-g_I)\hat{\Pi_1} \hat{v_h} (-1, t)) \leq C[(g-g_I)\Pi_1 v_h (-1, t)]_{k+3, \hat{K}_1}$$

$$\leq C \left[ \hat{g}(-1, t) \right]_{k+3, \hat{K}_1} \hat{v_h} \left|_{0, \hat{K}_1} \right. + \left[ \hat{g}(-1, t) \right]_{k+2, \hat{K}_1} \hat{v_h} \left|_{1, \hat{K}_1} \right. = O(h^{k+2}) \|g\|_{k+3, l_2} \|v_h\|_{1, l_2}.$$  

Thus

$$\int_{L_2} (g-g_I)\Pi_1 v_h dy = O(h^{k+3}) \sum_{e \cap L_2 \neq \emptyset} \|g\|_{k+3, l_2} \|v_h\|_{1, l_2}.$$

For polynomial $\hat{q}(s, t) \in Q^{2k}(\hat{K})$, let $s_\alpha$ and $\omega_\alpha$ ($\alpha = 1, 2, \cdots, k+2$) denote the quadrature points and weights in $(k+2)$-point Gauss-Lobatto quadrature rule for $s \in [-1, 1]$. Since $\hat{q}^2(s, t) \in Q^{2k}(\hat{K})$, $(k+2)$-point Gauss-Lobatto quadrature is exact for $s$-integration thus

$$\int_{-1}^{1} \int_{-1}^{1} \hat{q}^2(s, t) ds dt = \sum_{\alpha=1}^{k+2} \omega_\alpha \int_{-1}^{1} \hat{q}^2(s_\alpha, t) dt,$$
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which implies
\[ \int_{-1}^{1} \hat{q}^2(\pm 1, t) dt \leq C \int_{-1}^{1} \int_{-1}^{1} \hat{q}^2(s, t) ds dt, \]  
(2.16)

thus
\[ h \frac{1}{2} |q|_{0, \Omega} \leq C |q|_{0, e}. \]  
(2.17)

Above all, we have
\[ \int_{L^2} (g - g_I) v_h(-1, y) dy = O(h^{k+3}) \sum_{e \cap L_2 \neq \emptyset} \| g \|_{k+3, L_2} \| v_h \|_{2, L_2} = O(h^{k+2.5}) \sum_{e \cap L_2 \neq \emptyset} \| g \|_{k+3, L_2} \| v_h \|_{2, e} = O(h^{k+2.5}) \| g \|_{k+3, L_2} \| v_h \|_{2, \Omega}, \]
which implies the theorem.

The following two results are also standard estimates obtained by applying the Bramble-Hilbert Lemma.

**Lemma 2.3.7.** If \( f \in H^2(\Omega) \) or \( f \in V^h \), we have \( (f, v_h) - \langle f, v_h \rangle_h = O(h^2) \| f \|_2 \| v_h \|_0, \forall v_h \in V^h. \)

**Proof.** For simplicity, we ignore the subscript in \( v_h \). Let \( E(f) \) denote the quadrature error for integrating \( f(x, y) \) on \( e \). Let \( \hat{E}(\hat{f}) \) denote the quadrature error for integrating \( \hat{f}(s, t) = f(x_e + sh, y_e + th) \) on the reference cell \( \hat{K} \). Due to the embedding \( H^2(\hat{K}) \hookrightarrow C^0(\hat{K}) \), we have
\[ |\hat{E}(\hat{f}\hat{v})| \leq C |\hat{f}\hat{v}|_{0, \infty, \hat{K}} \leq C |\hat{f}|_{0, \infty, \hat{K}} |\hat{v}|_{0, \infty, \hat{K}} \leq C \| \hat{f} \|_{2, \hat{K}} \| \hat{v} \|_{0, \hat{K}}. \]
Thus the mapping \( \hat{f} \rightarrow E(\hat{f}\hat{v}) \) is a continuous linear form on \( H^2(\hat{K}) \) and its norm is bounded by \( C \| \hat{v} \|_{0, \hat{K}} \). If \( \hat{f} \in Q^1(\hat{K}) \), then we have \( \hat{E}(\hat{f}\hat{v}) = 0 \). By the Bramble-Hilbert Lemma Theorem 2.3.1 on this continuous linear form, we get
\[ |\hat{E}(\hat{f}\hat{v})| \leq C |\hat{f}|_{2, \hat{K}} \| \hat{v} \|_{0, \hat{K}}. \]
So on a cell $e$, we get

$$E(f v) = h^2 \hat{E}(\hat{f} \hat{v}) \leq Ch^2 [\hat{f}]_{2, \hat{K}} \| \hat{v} \|_{0, \hat{K}} \leq Ch^2 |f|_{2,e} \| v \|_{0,e}.$$  \hspace{1cm} (2.18)

Summing over all elements and use Cauchy-Schwarz inequality, we get the desired result. \hfill \Box

**Theorem 2.3.8.** Assume all coefficients of (2.9) are in $W^{2, \infty}(\Omega)$. We have

$$A(z_h, v_h) - A_h(z_h, v_h) = O(h) \| v_h \|_2 \| z_h \|_1, \quad \forall v_h, z_h \in V_h.$$  

*Proof.* Following the same arguments as in the proof of Lemma 2.18, we have

$$E(f v) \leq Ch^2 |f|_{2,e} \| v \|_{0,e}, \forall f, v \in V_h.$$  

Let $f = a^{11}(v_h)_x$ and $v = (z_h)_x$ in the estimate above, we get

$$\begin{aligned}
| (a^{11}(z_h)_x, (v_h)_x) - \langle a^{11}(z_h)_x, (v_h)_x \rangle_h | &\leq Ch^2 \| a^{11}(v_h)_x \|_2 \| (z_h)_x \|_0 \\
&\leq Ch^2 \| a^{11} \|_{2, \infty} \| v_h \|_3 \| z_h \|_1 \leq Ch \| a^{11} \|_{2, \infty} \| v_h \|_2 \| z_h \|_1,
\end{aligned}$$

where the inverse estimate (2.7) is used in the last inequality. Similarly, we have

$$\begin{aligned}
(a^{12}(z_h)_x, (v_h)_y) - \langle a^{12}(z_h)_x, (v_h)_y \rangle_h &= Ch \| a^{12} \|_{2, \infty} \| v_h \|_2 \| z_h \|_1, \\
(a^{22}(z_h)_y, (v_h)_y) - \langle a^{22}(z_h)_y, (v_h)_y \rangle_h &= Ch \| a^{22} \|_{2, \infty} \| v_h \|_2 \| z_h \|_1, \\
(b^1(z_h)_x, v_h) - \langle b^1(z_h)_x, v_h \rangle_h &= Ch \| b^1 \|_{2, \infty} \| v_h \|_2 \| z_h \|_0, \\
(b^2(z_h)_y, v_h) - \langle b^2(z_h)_y, v_h \rangle_h &= Ch \| b^2 \|_{2, \infty} \| v_h \|_2 \| z_h \|_0, \\
(c z_h, v_h) - \langle c z_h, v_h \rangle_h &= Ch \| c \|_{2, \infty} \| v_h \|_1 \| z_h \|_0,
\end{aligned}$$

which implies

$$A(z_h, v_h) - A_h(z_h, v_h) = O(h) \| v_h \|_2 \| z_h \|_1.$$  \hfill \Box
2.3.2 A refined consistency error

In this subsection, we will show how to establish the desired consistency error estimate for smooth enough coefficients:

\[
A(u, v_h) - A_h(u, v_h) = \begin{cases} 
O(h^{k+2})\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h_0 \\
O(h^{k+\frac{3}{2}})\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h 
\end{cases}.
\]

**Theorem 2.3.9.** Assume \(a(x, y) \in W^{k+2, \infty}(\Omega)\), \(u \in H^{k+3}(\Omega)\), \(k \geq 2\), then

\[
(a\partial_x u, \partial_x v_h) - (a\partial_x u, \partial_x v_h)_h = \begin{cases} 
O(h^{k+2})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h_0, (2.19a) \\
O(h^{k+\frac{3}{2}})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h, (2.19b)
\end{cases}
\]

\[
(a\partial_x u, \partial_y v_h) - (a\partial_x u, \partial_y v_h)_h = \begin{cases} 
O(h^{k+2})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h_0, (2.20a) \\
O(h^{k+\frac{3}{2}})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h, (2.20b)
\end{cases}
\]

\[
(a\partial_x u, v_h) - (a\partial_x u, v_h)_h = O(h^{k+2})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, \quad \forall v_h \in V^h_0.
\]

**Remark 2.3.10.** We emphasize that Theorem 2.3.9 cannot be proven by applying the Bramble-Hilbert Lemma directly. Consider the constant coefficient case \(a(x, y) \equiv 1\) and \(k = 2\) as an example,

\[
(a\partial_x u, \partial_x v_h) - (a\partial_x u, \partial_x v_h)_h = \sum_e \left( \iint_e u_x(v_h)_x \, dx \, dy - \iint_e u_x(v_h)_x \, dh \, dx \, dy \right).
\]

Since the \(3 \times 3\) Gauss-Lobatto quadrature is exact for integrating \(Q^3\) polynomials, by Theorem 2.3.1 we have

\[
\left| \iint_e u_x(v_h)_x \, dx \, dy - \iint_e u_x(v_h)_x \, dh \, dx \, dy \right| = \left| \iint_K \hat{u}_s(\hat{v}_h)_s \, ds \, dt - \iint_K \hat{u}_s(\hat{v}_h)_s \, dh \, ds \, dt \right| \leq C[\hat{u}_s(\hat{v}_h)_s]_{4,K}.
\]
Notice that $\hat{v}_h$ is $Q^2$ thus $(\hat{v}_h)_{stt}$ does not vanish and $[(\hat{v}_h)_{st},]_{4,h} \leq C|\hat{v}_h|_{3,\hat{K}}$. So by Bramble-Hilbert Lemma for $Q^k$ polynomials, we can only get

$$\iint_{e} u_x(v_h)_x dx dy - \iint_{e} u_x(v_h)_x dx^h dy = O(h^4)\|u\|_{5,e}\|v_h\|_{3,e}.$$ 

Thus by Cauchy-Schwarz inequality after summing over $e$, we only have

$$(\partial_x u, \partial_x v_h) - (\partial_x u, \partial_x v_h)_h = O(h^4)\|u\|_5\|v_h\|_3.$$ 

In order to get the desired estimate involving only the broken $H^2$-norm of $v_h$, we will take advantage of error cancellations between neighboring cells through integration by parts.

**Proof.** For simplicity, we ignore the subscript $h$ of $v_h$ in this proof and all the following $v$ are in $V^h$ which are $Q^k$ polynomials in each cell. First, by Theorem 2.3.4, we easily obtain (2.21) and (2.22):

$$(au_x, v) - (au_x, v)_h = O(h^{k+2})\|au_x\|_{k+2}\|v\|_2 = O(h^{k+2})\|a\|_{k+2,\infty}\|u\|_{k+3}\|v\|_2,$$

$$(au, v) - (au, v)_h = O(h^{k+2})\|au\|_{k+2}\|v\|_2 = O(h^{k+2})\|a\|_{k+2,\infty}\|u\|_{k+2}\|v\|_2.$$ 

We will only discuss $(au_x, v_x) - (au_x, v_x)_h$ and the same discussion also applies to derive (2.20a) and (2.20b).

Since we have

$$(au_x, v_x) - (au_x, v_x)_h = \sum_e \left( \iint_{e} au_x v_x dx dy - \iint_{e} au_x v_x dx^h dy \right)$$

$$= \sum_e \left( \iint_{\hat{K}} \hat{a}_s \hat{v}_s ds dt - \iint_{\hat{K}} \hat{a}_s \hat{v}_s ds^h dt \right) = \sum_e \left( \iint_{\hat{K}} \hat{a}_s \hat{v}_s ds dt - \iint_{\hat{K}} (\hat{a}_s)_I \hat{v}_s ds^h dt \right),$$

where we use the fact $\hat{a}_s \hat{v}_s = (\hat{a}_s)_I \hat{v}_s$ on the Gauss-Lobatto quadrature points. For fixed $t$, $(\hat{a}_s)_I \hat{v}_s$ is a polynomial of degree $2k - 1$ w.r.t. variable $s$, thus the $(k+1)$-point Gauss-Lobatto quadrature is exact for its $s$-integration, i.e.,

$$\iint_{\hat{K}} (\hat{a}_s)_I \hat{v}_s ds^h dt = \iint_{\hat{K}} (\hat{a}_s)_I \hat{v}_s ds dt.$$
To estimate the quadrature error we introduce some intermediate values then do interpretation by parts,

\[
\int_{\hat{K}} \hat{a} \hat{u} \hat{v}_s dsdt - \int_{\hat{K}} (\hat{a} \hat{u})_1 \hat{v} dsdt
\]

(2.23)

\[
= \int_{\hat{K}} \hat{a} \hat{u} \hat{v}_s dsdt - \int_{\hat{K}} (\hat{a} \hat{u})_1 \hat{v}_s dsdt + \int_{\hat{K}} (\hat{a} \hat{u})_1 \hat{v}_s dsdt - \int_{\hat{K}} (\hat{a} \hat{u})_1 \hat{v}_s dsdt
t\]

(2.24)

\[
= \int_{\hat{K}} [\hat{a} \hat{u} - (\hat{a} \hat{u})_1] \hat{v}_s dsdt + \left[ \int_{\hat{K}} [(\hat{a} \hat{u})_1] \hat{v} dsdt - \int_{\hat{K}} [(\hat{a} \hat{u})_1] \hat{v}_s dsdt \right]
\]

(2.25)

\[
+ \left( \int_{-1}^{1} (\hat{a} \hat{u})_1 \hat{v} dt \right)_{s=1} \hat{v}_s dsdt = I + II + III.
\]

(2.26)

For the first term in (2.26), let \( \hat{v}_s \) be the cell average of \( \hat{v}_s \) on \( \hat{K} \), then

\[
I = \int_{\hat{K}} (\hat{a} \hat{u} - (\hat{a} \hat{u})_1) \hat{v}_s dsdt + \int_{\hat{K}} (\hat{a} \hat{u} - (\hat{a} \hat{u})_1) (\hat{v}_s - \hat{v}) dsdt.
\]

By (2.14) we have

\[
\left| \int_{\hat{K}} (\hat{a} \hat{u} - (\hat{a} \hat{u})_1) \hat{v}_s dsdt \right| \leq C[\hat{a} \hat{u}]_{k+2,\hat{K}} |\hat{v}_s| = O(h^{k+2}) \| \hat{u} \|_{k+2,\infty,\epsilon} \| \hat{u} \|_{k+3,\epsilon} \| \hat{v} \|_{1,\epsilon}.
\]

By Cauchy-Schwarz inequality, the Bramble-Hilbert Lemma on interpolation error and Poincaré inequality, we have

\[
\left| \int_{\hat{K}} (\hat{a} \hat{u} - (\hat{a} \hat{u})_1) (\hat{v}_s - \hat{v}) dsdt \right| \leq |\hat{a} \hat{u} - (\hat{a} \hat{u})_1|_{0,\hat{K}} |\hat{v}_s - \hat{v}|_{0,\hat{K}}
\]

\[
\leq C[\hat{a} \hat{u}]_{k+1,\hat{K}} |\hat{v}|_{2,\hat{K}} = O(h^{k+2}) \| a \|_{k+1,\infty,\epsilon} \| u \|_{k+2,\epsilon} \| v \|_{2,\epsilon}.
\]

Thus we have

\[
I = O(h^{k+2}) \| a \|_{k+2,\infty,\epsilon} \| u \|_{k+3,\epsilon} \| v \|_{2,\epsilon}.
\]

For the second term in (2.26), we can estimate it the same way as in the proof of Theorem 2.4. in [39]. For each \( \hat{v} \in Q^k(\hat{K}) \) we can define a linear form on \( H^k(\hat{K}) \) as

\[
\hat{E}_\hat{v}(\hat{f}) = \int_{\hat{K}} (\hat{F}_1)_s \hat{v} dsdt - \int_{\hat{K}} (\hat{F}_1)_s \hat{v} dsdt t,
\]
where \( \hat{F} \) is an antiderivative of \( \hat{f} \) w.r.t. variable \( s \). Due to the linearity of interpolation operator and differentiating operation, \( \hat{E}_\hat{\psi} \) is well defined. By the embedding \( H^2(\hat{K}) \hookrightarrow C^0(\hat{K}) \), we have

\[
\hat{E}_\hat{\psi}(\hat{f}) \leq C\|\hat{F}\|_{0,\infty,\hat{K}}\|\hat{v}\|_{0,\infty,\hat{K}} \leq C\|\hat{f}\|_{0,\infty,\hat{K}}\|\hat{v}\|_{0,\infty,\hat{K}} \leq C\|\hat{f}\|_{2,\hat{K}}\|\hat{v}\|_{0,\hat{K}} \leq C\|\hat{f}\|_{\|k,\hat{K}}\|\hat{v}\|_{0,\hat{K}}
\]

where we use the fact that all the norms on \( Q^k(\hat{K}) \) are equivalent to derive the first inequality.

The above inequalities imply that the mapping \( \hat{E}_\hat{\psi} \) is a continuous linear form on \( H^k(\hat{K}) \). With projection \( \Pi_1 \) defined in (2.8), we have

\[
\hat{E}_\hat{\psi}(\hat{f}) = \hat{E}_{\hat{\psi}-\Pi_1}\hat{(f)} + \hat{E}_{\Pi_1}\hat{(f)}, \quad \forall \hat{v} \in Q^k(\hat{K}).
\]

Notice that \( \hat{F} \) by definition is an antiderivative of \( \hat{f} \) w.r.t. only variable \( s \). If \( \hat{f} \in Q^{k-1}(\hat{K}) \), then \( \hat{F}_s \) is a polynomial of degree only \( k-1 \) w.r.t. to variable \( t \) thus \( (\hat{F}_s)_s \in Q^{k-1}(\hat{K}) \). The quadrature is exact for polynomials of degree \( 2k-1 \), thus \( Q^{k-1}(\hat{K}) \subset \ker \hat{E}_{\hat{\psi}-\Pi_1} \). So by the Bramble-Hilbert Lemma, we get

\[
\hat{E}_{\hat{\psi}-\Pi_1}\hat{(f)} \leq C[f]_{k,\hat{K}}\|\hat{v} - \Pi_1\hat{v}\|_{0,\hat{K}} \leq C[f]_{k,\hat{K}}\|\hat{v}\|_{2,\hat{K}},
\]

and we also have

\[
\hat{E}_{\Pi_1}\hat{(f)} = \int_K (\hat{F}_s)_s\Pi_1\hat{v}dsdt - \int_K (\hat{F}_s)_s\Pi_1\hat{v}dsdt = 0.
\]

Thus we have

\[
\int_K [(\hat{\alpha}_s)_s]_s\hat{v}dsdt - \int_K [(\hat{\alpha}_s)_s]_s\hat{v}dsdt = -\hat{E}_{\hat{\psi}}((\hat{\alpha}_s)_s) = -\hat{E}_{\hat{\psi}-\Pi_1}((\hat{\alpha}_s)_s)
\]

\[
\leq C[(\hat{\alpha}_s)_s]_{k,\hat{K}}\|\hat{v}\|_{2,\hat{K}} \leq C|\hat{\alpha}_s|_{k+1,\hat{K}}\|\hat{v}\|_{2,\hat{K}} = \mathcal{O}(h^{k+2})\|u\|_{k+1,\infty,e}\|u\|_{k+2,e}\|v\|_{2,e}
\]

Now we only need to discuss the line integral term. Let \( L_2 \) and \( L_4 \) denote the left and right boundary of \( \Omega \) and let \( l_2^e \) and \( l_4^e \) denote the left and right edge of element \( e \) or \( l_2^\hat{K} \) and \( l_4^\hat{K} \) for \( \hat{K} \). Since \( (\hat{\alpha}_s)_s \cdot \hat{v} \) mapped back to \( e \) will be \( \frac{1}{\hat{K}}(au_s)_e\cdot v \) which is continuous across \( l_2^e \) and
$l_4$, after summing over all elements $e$, the line integrals along the inner edges are canceled out and only the line integrals on $L_2$ and $L_4$ remain.

For a cell $e$ adjacent to $L_2$, consider its reference cell $\hat{K}$, and define a linear form $\hat{E}(\hat{f}) = \int_{-1}^{1} \hat{f}(-1, t) dt - \int_{-1}^{1} \hat{f}(-1, t)d^h t$, then we have

$$\hat{E}(\hat{f} \hat{v}) \leq C |\hat{f}|_{0,\infty,I_{\hat{K}}} |\hat{v}|_{0,\infty,I_{\hat{K}}} \leq C \|\hat{f}\|_{2, I_{\hat{K}}} \|\hat{v}\|_{0, I_{\hat{K}}},$$

which means that the mapping $\hat{f} \to \hat{E}(\hat{f} \hat{v})$ is continuous with operator norm less than $C \|\hat{v}\|_{0, I_{\hat{K}}}$ for some $C$. Clearly we have

$$\hat{E}(\hat{f} \hat{v}) = \hat{E}(\hat{f} \Pi_1 \hat{v}) + \hat{E}(\hat{f} (\hat{v} - \Pi_1 \hat{v})).$$

By the Theorem 2.3.1 we get

$$\hat{E}((\hat{a} \hat{u}_s)_I (\hat{v} - \Pi_1 \hat{v})) \leq C |(\hat{a} \hat{u}_s)_I|_{k,2, I_{\hat{K}}} |\hat{v}|_{2, I_{\hat{K}}} \leq C |(\hat{a} \hat{u}_s) - (\hat{a} \hat{u}_s)_I|_{k,2, I_{\hat{K}}} \leq \mathcal{O}(h^{k+2}) \|a\|_{k+1, \infty, I_{\hat{K}}} \|u\|_{k+2, I_{\hat{K}}} |v|_{2, I_{\hat{K}}},$$

where the first inequality comes from the accuracy of the $(k+1)$-point Gauss-Lobatto quadrature rule, i.e. $\hat{E}(\hat{f}) = 0$, $\forall \hat{f} \in P^{2k-1}(\hat{K})$. The $(k+1)$-point Gauss-Lobatto quadrature rule also gives

$$\hat{E}((\hat{a} \hat{u}_s)_I \Pi_1 \hat{v}) = 0.$$

For the third term in (2.26), we sum them up over all the elements. Then for the line integral along $L_2$

$$\sum_{e \cap L_2 \neq \emptyset} \int_{-1}^{1} (\hat{a} \hat{u}_s)_I (-1, t) \hat{v}(-1, t) dt - \sum_{e \cap L_2 \neq \emptyset} \int_{-1}^{1} (\hat{a} \hat{u}_s)_I (-1, t) \hat{v}(-1, t)d^h t = \sum_{e \cap L_2 \neq \emptyset} \hat{E}((\hat{a} \hat{u}_s)_I \hat{v}) = \sum_{e \cap L_2 \neq \emptyset} \mathcal{O}(h^{k+2}) \|a\|_{k+1, \infty, I_{\hat{K}}} \|u\|_{k+2, I_{\hat{K}}} |v|_{2, I_{\hat{K}}}.$$
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Let \( s_\alpha \) and \( \omega_\alpha \) \((\alpha = 1, 2, \cdots, k + 2)\) denote the quadrature points and weights in \((k + 2)\)-point Gauss-Lobatto quadrature rule for \( s \in [-1, 1] \). Since \( \hat{v}_{tt}^2(s, t) \in Q^{2k}(\hat{K}) \), \((k + 2)\)-point Gauss-Lobatto quadrature is exact for \( s \)-integration thus

\[
\int_{-1}^{1} \int_{-1}^{1} \hat{v}_{tt}^2(s, t) ds dt = \sum_{\alpha=1}^{k+2} \omega_{\alpha} \int_{-1}^{1} \hat{v}_{tt}^2(s_{\alpha}, t) dt,
\]

which implies

\[
\int_{-1}^{1} \hat{v}_{tt}^2(\pm 1, t) dt \leq C \int_{-1}^{1} \int_{-1}^{1} \hat{v}_{tt}^2(s, t) ds dt,
\]

thus

\[
h^{\frac{1}{2}}|v|_{2, l_2} \leq C[v]_{2, e}.
\]

By Cauchy-Schwarz inequality and trace inequality, we have

\[
\sum_{e \cap L_2 \neq \emptyset} \left( \int_{-1}^{1} (\alpha \hat{u}_s)_t \hat{v} dt \bigg|_{s=1}^{s=1} - \int_{-1}^{1} (\alpha \hat{u}_s)_t \hat{h} dt \bigg|_{s=-1}^{s=1} \right)
= \sum_{e \cap L_2 \neq \emptyset} O(h^{k+2}) ||a||_{k+1, \infty, L_2} ||u||_{k+2, l_2} ||v||_{2, l_2}
= \sum_{e \cap L_2 \neq \emptyset} O(h^{k+\frac{3}{2}}) ||a||_{k+1, \infty, L_2} ||u||_{k+2, L_2} ||v||_{2, e} = O(h^{k+\frac{3}{2}}) ||a||_{k+1, \infty, \Omega} ||u||_{k+2, L_2} ||v||_{2, \Omega}
= O(h^{k+\frac{3}{2}}) ||a||_{k+1, \infty, \Omega} ||u||_{k+3, \Omega} ||v||_{2, \Omega}.
\]

Combine all the estimates above, we get (2.19b). Since the \( \frac{1}{2} \) order loss is only due to the line integral along the boundary \( \partial \Omega \). If \( v \in V_0^h \), \( v_{yy} = 0 \) on \( L_2 \) and \( L_4 \) so we have (2.19a).

\[\square\]

### 2.4 The M-type Projection

To establish the superconvergence of \( C^0-Q^k \) finite element method for multi-dimensional variable coefficient equations, it is necessary to use a special polynomial projection of the exact solution, which has two equivalent definitions. One is the M-type projection used in [9], [40]. The other one is the point-line-plane interpolation used in [10], [41].
For the sake of completeness, we review the relevant results regarding M-type projection, which is a more convenient tool. Most results in this section were considered and established for more general rectangular elements in [9]. For simplicity, we use some simplified proof and arguments for $Q^k$ element in this section. We only discuss the two dimensional case and the extension to three dimensions is straightforward.

### 2.4.1 One dimensional case

The $L^2$-orthogonal Legendre polynomials on the reference interval $\hat{K} = [-1, 1]$ are given as

$$ l_k(t) = \frac{1}{2^k k! } \frac{d^k}{dt^k} (t^2 - 1)^k : l_0(t) = 1, l_1(t) = t, l_2(t) = \frac{1}{2} (3t^2 - 1), \cdots $$

Define their antiderivatives as M-type polynomials:

$$ M_{k+1}(t) = \frac{1}{2^k k! } \frac{d^{k-1}}{dt^{k-1}} (t^2 - 1)^k : M_0(t) = 1, M_1(t) = t, M_2(t) = \frac{1}{2} (t^2 - 1), M_3(t) = \frac{1}{2} (t^3 - t), \cdots $$

which satisfy the following properties:

- $M_k(\pm 1) = 0, \forall k \geq 2$.
- If $j - i \neq 0, \pm 2$, then $M_i(t) \perp M_j(t)$, i.e., $\int_{-1}^{1} M_i(t) M_j(t) dt = 0$.
- Roots of $M_k(t)$ are the $k$-point Gauss-Lobatto quadrature points for $[-1, 1]$.

Since Legendre polynomials form a complete orthogonal basis for $L^2([-1, 1])$, for any $f(t) \in H^1([-1, 1])$, its derivative $f(t)$ can be expressed as Fourier-Legendre series

$$ f'(t) = \sum_{j=0}^{\infty} b_{j+1} l_j(t), \quad b_{j+1} = (j + \frac{1}{2}) \int_{-1}^{1} f(t) l_j(t) dt. $$

Define the M-type projection

$$ f_k(t) = \sum_{j=0}^{k} b_j M_j(t), $$
where \( b_0 = \frac{f(1) + f(-1)}{2} \) is determined by \( b_1 = \frac{f(1) - f(-1)}{2} \) to make \( f_k(\pm 1) = f(\pm 1) \). Since the Fourier-Legendre series converges in \( L^2 \), by Cauchy Schwarz inequality,

\[
\lim_{k \to \infty} f_k(t) - f(t) = \lim_{k \to \infty} \int_{-1}^{1} [f_k(x) - f(x)] \, dx \leq \lim_{k \to \infty} \sqrt{2} \| f_k(t) - f(t) \|_{L^2([-1,1])} = 0.
\]

We get the M-type expansion of \( f(t) \):
\[
f(t) = \lim_{k \to \infty} f_k(t) = \sum_{j=0}^{\infty} b_j M_j(t).
\]

The remainder \( R_k(t) \) of M-type projection is
\[
R[f]_k(t) = f(t) - f_k(t) = \sum_{j=k+1}^{\infty} b_j M_j(t).
\]

The following properties are straightforward to verify:

- \( f_k(\pm 1) = f(\pm 1) \) thus \( R_k(\pm 1) = 0 \) for \( k \geq 1 \).
- \( R[f]_k(t) \perp v(t) \) for any \( v(t) \in P^{k-2}(t) \) on \([-1,1]\), i.e., \( \int_{-1}^{1} R[f]_k(t) v(t) \, dt = 0 \).
- \( R[f]_k(t) \perp v(t) \) for any \( v(t) \in P^{k-1}(t) \) on \([-1,1]\).
- For \( j \geq 2 \), \( b_j = (j - \frac{1}{2})[f(t)l_{j-1}(t)|_{-1}^{1}] - \int_{-1}^{1} f(t)l(j-1)(t) \, dt \).
- For \( j \leq k \), \( |b_j| \leq C_k \| f \|_{0,\infty,\hat{K}} \).
- \( \| R[f]_k(t) \|_{0,\infty,\hat{K}} \leq C_k \| f \|_{0,\infty,\hat{K}} \).

### 2.4.2 Two dimensional case

Consider a function \( \hat{f}(s,t) \in H^2(\hat{K}) \) on the reference cell \( \hat{K} = [-1,1] \times [-1,1] \), it has the expansion
\[
\hat{f}(s,t) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \hat{b}_{ij} M_i(s) M_j(t),
\]
where

\[ \hat{b}_{0,0} = \frac{1}{4} [\hat{f}(-1, -1) + \hat{f}(-1, 1) + \hat{f}(1, -1) + \hat{f}(1, 1)], \]

\[ \hat{b}_{0,j}, \hat{b}_{1,j} = \frac{2j - 1}{4} \int_{-1}^{1} [\hat{f}_i(1, t) \pm \hat{f}_i(-1, t)] l_{j-1}(t) dt, \quad j \geq 1, \]

\[ \hat{b}_{i,0}, \hat{b}_{i,1} = \frac{2i - 1}{4} \int_{-1}^{1} [\hat{f}_s(s, 1) \pm \hat{f}_s(s, -1)] l_{i-1}(s) ds, \quad i \geq 1, \]

\[ \hat{b}_{i,j} = \frac{2i - 1)(2j - 1)}{4} \iint_{K} \hat{f}_{st}(s, t) l_{i-1}(s) l_{j-1}(t) ds dt, \quad i, j \geq 1. \]

Define the \( Q^k \) M-type projection of \( \hat{f} \) on \( \hat{K} \) and its remainder as

\[ \hat{f}_{k,k}(s, t) = \sum_{i=0}^{k} \sum_{j=0}^{k} \hat{b}_{i,j} M_i(s) M_j(t), \quad \hat{R}[\hat{f}]_{k,k}(s, t) = \hat{f}(s, t) - \hat{f}_{k,k}(s, t). \]

For \( f(x, y) \) on \( e = [x_e - h, x_e + h] \times [y_e - h, y_e + h] \), let \( \hat{f}(s, t) = f(sh + x_e, th + y_e) \) then the \( Q^k \) M-type projection of \( f \) on \( e \) and its remainder are defined as

\[ f_{k,k}(x, y) = \hat{f}_{k,k}(\frac{x-x_e}{h}, \frac{y-y_e}{h}), \quad R[f]_{k,k}(x, y) = f(x, y) - f_{k,k}(x, y). \]

**Theorem 2.4.1.** The \( Q^k \) M-type projection is equivalent to the \( Q^k \) point-line-plane projection \( \Pi \) defined as follows:

1. \( \Pi \hat{u} = \hat{u} \) at four corners of \( \hat{K} = [-1, 1] \times [-1, 1] \).

2. \( \Pi \hat{u} - \hat{u} \) is orthogonal to polynomials of degree \( k - 2 \) on each edge of \( \hat{K} \).

3. \( \Pi \hat{u} - \hat{u} \) is orthogonal to any \( v \in Q^{k-2}(\hat{K}) \) on \( \hat{K} \).

**Proof.** We only need to show that M-type projection \( \hat{f}_{k,k}(s, t) \) satisfies the same three properties. By \( M_j(\pm 1) = 0 \) for \( j \geq 2 \), we can derive that \( \hat{f}_{k,k} = \hat{f} \) at \( (\pm 1, \pm 1) \). For instance, \( \hat{f}_{k,k}(1, 1) = \hat{b}_{0,0} + \hat{b}_{1,0} + \hat{b}_{0,1} + \hat{b}_{1,1} = \hat{f}(1, 1) \).

The second property is implied by \( M_j(\pm 1) = 0 \) for \( j \geq 2 \) and \( M_j(t) \perp P^{k-2}(t) \) for \( j \geq k + 1 \). For instance, at \( s = 1, \hat{f}_{k,k}(1, t) - \hat{f}(1, t) = \sum_{j=k+1}^{\infty} (\hat{b}_{0,j} + \hat{b}_{1,j}) M_j(t) \perp P^{k-2}(t) \) on \([-1, 1]\).

The third property is implied by \( M_j(t) \perp P^{k-2}(t) \) for \( j \geq k + 1 \). \( \square \)
Lemma 2.4.2. Assume \( \hat{f} \in H^{k+1}(\hat{K}) \) with \( k \geq 2 \), then

1. \(|\hat{b}_{i,j}| \leq C_k \|\hat{f}\|_{0,\infty,\hat{K}}, \quad \forall i, j \leq k.

2. \(|\hat{h}_{i,j}| \leq C_k |\hat{f}|_{i+j,2,\hat{K}}, \quad \forall i, j \geq 1, i + j \leq k + 1.

3. \(|\hat{b}_{i,k+1}| \leq C_k |\hat{f}|_{k+1,2,\hat{K}}, \quad 0 \leq i \leq k + 1.

4. If \( \hat{f} \in H^{k+2}(\hat{K}) \), then \(|\hat{b}_{i,k+1}| \leq C_k |\hat{f}|_{k+2,2,\hat{K}}, \quad 1 \leq i \leq k + 1.

Proof. First of all, similar to the one-dimensional case, through integration by parts, \( \hat{b}_{i,j} \) can be represented as integrals of \( \hat{f} \) thus \(|\hat{b}_{i,j}| \leq C_k \|\hat{f}\|_{0,\infty,\hat{K}} \) for \( i, j \leq k \).

By the fact that the antiderivatives (and higher order ones) of Legendre polynomials vanish at \( \pm 1 \), after integration by parts for both variables, we have

\[
|\hat{b}_{i,j}| \leq C_k \int_{\hat{K}} |\partial_s^i \partial_t^j \hat{f}| ds dt \leq C_k |\hat{f}|_{i+j,2,\hat{K}}, \quad \forall i, j \geq 1, i + j \leq k + 1.
\]

For the third estimate, by integration by parts only for the variable \( t \), we get

\[
\forall i \geq 1, |\hat{b}_{i,k+1}| \leq C_k \int_{\hat{K}} |\partial_s \partial_t^k \hat{f}| ds dt \leq C_k |\hat{f}|_{k+1,2,\hat{K}}.
\]

For \( \hat{b}_{0,k+1} \), from the first estimate, we have \(|\hat{b}_{0,k+1}| \leq C_k \|\hat{f}\|_{0,\infty,\hat{K}} \leq C_k \|\hat{f}\|_{k+1,2,\hat{K}} \) thus \( \hat{b}_{0,k+1} \) can be regarded as a continuous linear form on \( H^{k+1}(\hat{K}) \) and it vanishes if \( \hat{f} \in Q^k(\hat{K}) \). So by the Bramble-Hilbert Lemma, \(|\hat{b}_{0,k+1}| \leq C_k |\hat{f}|_{k+1,2,\hat{K}}\).

Finally, by integration by parts only for the variable \( t \), we get

\[
|\hat{b}_{i,k+1}| \leq C_k \int_{\hat{K}} |\partial_s \partial_t^{k+1} \hat{f}| ds dt \leq C_k |\hat{f}|_{k+2,2,\hat{K}}, \quad 1 \leq i \leq k + 1.
\]

Lemma 2.4.3. For \( k \geq 2 \), we have

1. \(|\hat{R}[\hat{f}]_{k,k}|_{0,\infty,\hat{K}} \leq C_k |\hat{f}|_{k+1,k,\hat{K}}, \quad |\hat{R}[\hat{f}]_{k,k}|_{0,2,\hat{K}} \leq C_k |\hat{f}|_{0,k+1,\hat{K}}\).

2. \(|\partial_s \hat{R}[\hat{f}]_{k,k}|_{0,\infty,\hat{K}} \leq C_k |\hat{f}|_{k+1,k,\hat{K}}, \quad |\partial_s \hat{R}[\hat{f}]_{k,k}|_{0,2,\hat{K}} \leq C_k |\hat{f}|_{k,k+1,\hat{K}}\).
3. $\int_{\hat{K}} \partial_s \hat{R}[\hat{f}]_{k,k} ds dt = 0$

Proof. Lemma 2.4.2 implies $\|\hat{f}_{k,k}\|_{0,\infty,\hat{K}} \leq C_k \|\hat{f}\|_{0,\infty,\hat{K}}$ and $\|\partial_s \hat{f}_{k,k}\|_{0,\infty,\hat{K}} \leq C_k \|\hat{f}\|_{0,\infty,\hat{K}}$. Thus

$$\forall (s,t) \in \hat{K}, |\hat{R}[\hat{f}]_{k,k}(s,t)| \leq |\hat{f}_{k,k}(s,t)| + |\hat{f}(s,t)| \leq C_k \|\hat{f}\|_{0,\infty,\hat{K}} \leq C_k \|\hat{f}\|_{k+1,\hat{K}}.$$  

Notice that here $C_k$ does not depend on $(s,t)$. So $R[\hat{f}]_{k,k}(s,t)$ is a continuous linear form on $H^{k+1}(\hat{K})$ and its operator norm is bounded by a constant independent of $(s,t)$. Since it vanishes for any $\hat{f} \in Q^k(\hat{K})$, by the Bramble-Hilbert Lemma, we get $|R[\hat{f}]_{k,k}(s,t)| \leq C_k[\hat{f}]_{k+1,\hat{K}}$ where $C_k$ does not depend on $(s,t)$. So the $L^\infty$ estimate holds and it implies the $L^2$ estimate.

The second estimate can be established similarly since we have

$$|\partial_s \hat{R}[\hat{f}]_{k,k}(s,t)| \leq |\partial_s \hat{f}_{k,k}(s,t)| + |\partial_s \hat{f}(s,t)| \leq C_k \|\hat{f}\|_{1,\infty,\hat{K}} \leq C_k \|\hat{f}\|_{k+1,\hat{K}}.$$  

The third equation is implied by the fact that $M_j(t) \perp 1$ for $j \geq 3$ and $M_j(t) \perp 1$ for $j \geq 2$. Another way to prove the third equation is to use integration by parts

$$\int_{\hat{K}} \partial_s \hat{R}[\hat{f}]_{k+1,k+1} ds dt = \int_{-1}^1 (\hat{R}[\hat{f}]_{k+1,k+1}(1,t) - \hat{R}[\hat{f}]_{k+1,k+1}(-1,t)) dt,$$

which is zero the second property in Theorem 2.4.1. \qed

For the discussion in the next few subsections, it is useful to consider the lower order part of the remainder of $\hat{R}[\hat{f}]_{k,k}$:

**Lemma 2.4.4.** For $\hat{f} \in H^{k+2}(\hat{K})$ with $k \geq 2$, define $\hat{R}[\hat{f}]_{k+1,k+1} - \hat{R}[\hat{f}]_{k,k} = \hat{R}_1 + \hat{R}_2$ with

$$\hat{R}_1 = \sum_{i=0}^k \hat{b}_{i,k+1} M_i(s) M_{k+1}(t),$$

$$\hat{R}_2 = \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{k+1}(s) M_j(t) = M_{k+1}(s) \hat{b}_{k+1}(t), \quad \hat{b}_{k+1}(t) = \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_j(t). \quad (2.28)$$

They have the following properties:
1. \( \int K \partial_s \hat{R}_1 dsdt = 0. \)

2. \( |\partial_s \hat{R}_1|_{0,\infty,K} \leq C_k |\hat{f}|_{k+2,2,K} \cdot |\partial_s \hat{R}_1|_{0,2,K} \leq C_k |\hat{f}|_{k+2,2,K}. \)

3. \( |\hat{b}_{k+1}(t)| \leq C_k |\hat{f}|_{k+1,K} \cdot |\hat{b}_{k+1}(t)| \leq C_k |\hat{f}|_{k+2,K}, \forall t \in [-1,1]. \)

**Proof.** The first equation is due to the fact that \( M_{k+1}(t) \perp 1 \) since \( k \geq 2. \)

Notice that \( M_0(s) = 0, \) by Lemma 2.4.2, we have

\[
|\partial_s \hat{R}_1(s,t)| = \left| \sum_{i=1}^{k} \hat{b}_{i,k+1} M_i(s) M_{k+1}(t) \right| \leq C_k |\hat{f}|_{k+2,K}.
\]

So we get the \( L^\infty \) estimate for \( |\partial_s \hat{R}_1(s,t)| \) thus the \( L^2 \) estimate.

Similar to the estimates in Lemma 2.4.2, we can show \( |\hat{b}_{k+1,j}| \leq C_k |\hat{f}|_{k+1,K} \) for \( j \leq k+1, \) thus \( |\hat{b}_{k+1}(t)| \leq C_k |\hat{f}|_{k+1,K}. \) Since \( b_{k+1}(t) = \sum_{j=1}^{k+1} \hat{b}_{k+1,j} M_j(t), \) by the last estimate in Lemma 2.4.2, we get \( |\hat{b}_{k+1}(t)| \leq C_k |\hat{f}|_{k+2,K}. \)

\[\blacksquare\]

### 2.4.3 The \( C^0-Q^k \) projection

Now consider a function \( u(x,y) \in H^{k+2}(\Omega), \) let \( u_p(x,y) \) denote its piecewise \( Q^k \) M-type projection on each element \( e \) in the mesh \( \Omega_h. \) The first two properties in Theorem 2.4.1 imply that \( u_p(x,y) \) on each edge is uniquely determined by \( u(x,y) \) along that edge. Thus \( u_p(x,y) \) is continuous on \( \Omega_h. \) The approximation error \( u - u_p \) is one order higher at all Gauss-Lobatto points \( Z_0: \)

**Theorem 2.4.5.**

\[
\|u - u_p\|_{l^2(\Omega)} = O(h^{k+2})\|u\|_{k+2, \Omega}, \quad \forall u \in H^{k+2}(\Omega).
\]

\[
\|u - u_p\|_{l^\infty(\Omega)} = O(h^{k+2})\|u\|_{k+2, \infty}, \quad \forall u \in W^{k+2, \infty}(\Omega).
\]

**Proof.** Consider any \( e \) with cell center \((x_e,y_e),\) define \( \hat{u}(s,t) = u(x_e + sh, y_e + th). \) Since the \((k+1)\) Gauss-Lobatto points are roots of \( M_{k+1}(t), \) \( \hat{R}_{k+1,k+1}[\hat{u}] - \hat{R}_{k,k}[\hat{u}] \) vanishes at \((k+1) \times (k+1)\) Gauss-Lobatto points on \( \hat{K}. \) By Lemma 2.4.3, we have \( |\hat{R}_{k+1,k+1}[\hat{u}](s,t)| \leq C[\hat{u}]_{k+2,K}. \)
Mapping back to the cell $e$, with (2.5), at the $(k + 1) \times (k + 1)$ Gauss-Lobatto points on $e$, $|u - u_p| \leq C h^{k + 2 - \frac{3}{2}} [u]_{k+2,e}$. Summing over all elements $e$, we get

$$\|u - u_p\|_{L^2(\Omega)} \leq C \left( \sum_e h^{2k + 4 - n} [u]_{k+2,e}^2 \right) \frac{1}{2} = O(h^{k+2}) [u]_{k+2,\Omega}.$$  

If further assuming $u \in W^{k+2,\infty}(\Omega)$, then at the $(k + 1) \times (k + 1)$ Gauss-Lobatto points on $e$, $|u - u_p| \leq C h^{k+2 - \frac{3}{2}} [u]_{k+2,e} \leq C h^{k+2} [u]_{k+2,\infty,\Omega}$, which implies the second estimate. 

2.5 Superconvergence Of The Bilinear Form

The M-type projection in [9], [40] is a very convenient tool for discussing the superconvergence of function values. Let $u_p$ be the M-type $Q^k$ projection of the smooth exact solution $u$ and its definition will be given in the following subsection. To establish the superconvergence of the original finite element method (2.1) for a generic elliptic problem (2.9) with smooth coefficients, one can show the following superconvergence of bilinear forms, see [9], [10] (see also 4 for a detailed proof):

$$A(v - v_h, u_p, v_h) = \begin{cases} 
O(h^{k+2}) \|u\|_{k+3} \|v_h\|_2, & \forall v_h \in V_0^h, \\
O(h^{k+\frac{3}{2}}) \|u\|_{k+3} \|v_h\|_2, & \forall v_h \in V^h.
\end{cases}$$

In this section we will show the superconvergence of the bilinear form $A_h$:

$$A_h(v - v_h, u_p, v_h) = \begin{cases} 
O(h^{k+2}) \|u\|_{k+3} \|v_h\|_2, & \forall v_h \in V_0^h, \\
O(h^{k+\frac{3}{2}}) \|u\|_{k+3} \|v_h\|_2, & \forall v_h \in V^h.
\end{cases} \quad (2.29a)$$

$$A_h(v - v_h, u_p, v_h) = \begin{cases} 
O(h^{k+2}) \|u\|_{k+3} \|v_h\|_2, & \forall v_h \in V_0^h, \\
O(h^{k+\frac{3}{2}}) \|u\|_{k+3} \|v_h\|_2, & \forall v_h \in V^h.
\end{cases} \quad (2.29b)$$

Lemma 2.5.1. Assume $\hat{f}(s, t) \in H^{k+3}(\hat{K})$, $k \geq 2$,

$$\langle \hat{R} [\hat{f}]_{k+1,k+1} - \hat{R} [\hat{f}]_{k,k}, 1 \rangle_{\hat{K}} = 0, \quad |\langle \partial_s \hat{R} [\hat{f}]_{k+1,k+1}, 1 \rangle_{\hat{K}}| \leq C |\hat{f}|_{k+3,\hat{K}}.$$
Proof. First, we have

\[
\langle \hat{R} \hat{f} \rangle_{k+1,k+1} - \langle \hat{R} \hat{f} \rangle_{k,k,1} = \langle M_{k+1}(t) \sum_{i=0}^{k} \hat{b}_{i,k+1} M_i(s) + M_{k+1}(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_j(t), 1 \rangle_K = 0
\]

due to the fact that roots of \( M_{k+1}(t) \) are the \((k+1)\)-point Gauss-Lobatto quadrature points for \([-1, 1]\).

We have

\[
\langle \partial_s \hat{R} \hat{f} \rangle_{k+1,k+1,1} = \langle \partial_s (\hat{R} \hat{f} \rangle_{k+2,k+2,1} - \hat{R} \hat{f} \rangle_{k+1,k+1}, 1 \rangle_K
\]

\[
= \langle \partial_s \hat{R} \hat{f} \rangle_{k+2,k+2,1} - \langle \hat{R} \hat{f} \rangle_{k+1,k+1}, 1 \rangle_K
\]

\[
= \langle \partial_s \hat{R} \hat{f} \rangle_{k+2,k+2,1} - \langle M_{k+2}(t) \sum_{i=0}^{k+1} \hat{b}_{i,k+2} M_i(s) + M_{k+2}(s) \sum_{j=0}^{k+2} \hat{b}_{k+2,j} M_j(t), 1 \rangle_K
\]

\[
= \langle \partial_s \hat{R} \hat{f} \rangle_{k+2,k+2,1} - \langle M_{k+2}(t) \sum_{i=0}^{k} \hat{b}_{i+1,k+2} l_i(s), 1 \rangle_K + \langle l_{k+1}(s) \sum_{j=0}^{k+2} \hat{b}_{k+2,j} M_j(t), 1 \rangle_K.
\]

Then by Lemma 2.4.3,

\[
|\langle \partial_s \hat{R} \hat{f} \rangle_{k+2,k+2,1} | \leq C|\hat{f}|_{k+3,K}.
\]

Notice that we have \( \langle l_{k+1}(s) \sum_{j=0}^{k+2} \hat{b}_{k+2,j} M_j(t), 1 \rangle_K = 0 \) since the \((k+1)\)-point Gauss-Lobatto quadrature for \( s \)-integration is exact and \( l_{k+1}(s) \) is orthogonal to 1. Lemma 2.4.2 implies

\[
|\hat{b}_{i+1,k+2}| \leq C|\hat{f}|_{k+3,K} \text{ for } i \geq 0,
\]

thus we have

\[
|\langle M_{k+2}(t) \sum_{i=0}^{k} \hat{b}_{i+1,k+2} l_i(s), 1 \rangle_K | \leq C|\hat{f}|_{k+3,K}.
\]

\[\square\]

Lemma 2.5.2. Assume \( a(x, y) \in W^{k,\infty}(\Omega) \), \( u(x, y) \in H^{k+3}(\Omega) \) and \( k \geq 2 \). Then

\[
\langle a(u - u_p)_x, (v_h)_x \rangle_h = O(h^{k+2})\|a\|_{2,\infty}\|u\|_{k+3}\|v_h\|_2, \quad \forall v_h \in V^h.
\]
Proof. As before, we ignore the subscript of $v_h$ for simplicity. We have

$$
\langle a(u - u_p)_x, v_x \rangle_h = \sum_e \langle a(u - u_p)_x, v_x \rangle_{e,h},
$$

and on each cell $e$,

$$
\langle a(u - u_p)_x, v_x \rangle_{e,h} = \langle (R[u]_{k,k})_x, a v_x \rangle_{e,h} = \langle (\hat{R}[\hat{u}]_{k,k})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}}
\quad = \langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}} + \langle (\hat{R}[\hat{u}]_{k,k} - \hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} (\hat{v}_s - \hat{v}_s) \rangle_{\hat{K}}.
$$

(2.30)

For the first term in (2.30), we have

$$
\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}} = \langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}} + \langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} (\hat{v}_s - \hat{v}_s) \rangle_{\hat{K}}.
$$

By Lemma 2.5.1,

$$
\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}} \leq C |\hat{a}|_{0,\infty} |\hat{u}|_{k+3,\hat{K}} |\hat{v}|_{1,\hat{K}}.
$$

By Lemma 2.4.3,

$$
|\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s |_{0,\infty,\hat{K}} \leq C [\hat{u}]_{k+2,\hat{K}}.
$$

By Bramble-Hilbert Lemma Theorem 2.3.1 we have

$$
\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}} = \langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}} + \langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, (\hat{a} - \hat{a}) \hat{v}_s \rangle_{\hat{K}}
\leq C (|\hat{a}|_{0,\infty} |\hat{u}|_{k+3,\hat{K}} |\hat{v}|_{1,\hat{K}} + |\hat{a} - \hat{a}|_{0,\infty} |\hat{u}|_{k+2,\hat{K}} |\hat{v}|_{1,\hat{K}})
\leq C (|\hat{a}|_{0,\infty} |\hat{u}|_{k+3,\hat{K}} |\hat{v}|_{1,\hat{K}} + |\hat{a}|_{1,\infty} |\hat{u}|_{k+2,\hat{K}} |\hat{v}|_{1,\hat{K}}) = \mathcal{O}(h^{k+2} \|a\|_{1,\infty,e} \|u\|_{k+3,e,\hat{e}} \|v\|_{1,\hat{e}},
$$

and

$$
\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} (\hat{v}_s - \hat{v}_s) \rangle_{\hat{K}} \leq C [\hat{u}]_{k+2,\hat{K}} |\hat{a}|_{0,\infty,\hat{K}} |\hat{v}_s - \hat{v}_s|_{0,\infty,\hat{K}}
\leq C [\hat{u}]_{k+2,\hat{K}} |\hat{a}|_{0,\infty,\hat{K}} |\hat{v}_s - \hat{v}_s|_{0,\hat{K}} = \mathcal{O}(h^{k+2} [u]_{k+2,\hat{e}} |a|_{0,\infty,e} |v|_{2,\hat{e}}.
$$

Thus,

$$
\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a} \hat{v}_s \rangle_{\hat{K}} = \mathcal{O}(h^{k+2} \|a\|_{1,\infty,e} \|u\|_{k+3,e,\hat{e}} \|v\|_{2,\hat{e}}).
$$

(2.31)
For the second term in (2.30), we have

\[
\langle (\hat{R}[\hat{u}]_{k,k} - \hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{\alpha} \hat{v}_s \rangle_K
\]

\[
= - \langle (M_{k+1}(t) \sum_{i=0}^{k} \hat{b}_{i+1,k+1} M_i(s)) + M_{k+1}(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \hat{\alpha} \hat{v}_s \rangle_K \\
= - \langle M_{k+1}(t) \sum_{i=0}^{k-1} \hat{b}_{i+1,k+1} l_i(s) + l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \hat{\alpha} \hat{v}_s \rangle_K \\
= - \langle M_{k+1}(t) \sum_{i=0}^{k-1} \hat{b}_{i+1,k+1} l_i(s), \hat{\alpha} \hat{v}_s \rangle_K - \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \hat{\alpha} \hat{v}_s \rangle_K. \\
\tag{2.32}
\]

Since \( M_{k+1}(t) \) vanishes at \((k + 1)\) Gauss-Lobatto points, we have

\[
\langle M_{k+1}(t) \sum_{i=0}^{k-1} \hat{b}_{i+1,k+1} l_i(s), \hat{\alpha} \hat{v}_s \rangle_K = 0.
\]

For the second term in (2.32),

\[
\langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \hat{\alpha} \hat{v}_s \rangle_K = \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \hat{\alpha} \hat{v}_s \rangle_K + \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \alpha(v_s - \bar{v}_s) \rangle_K \\
= \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), (\hat{\alpha} - \hat{\Pi}_1 \hat{\alpha}) \hat{v}_s \rangle_K + \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \hat{\Pi}_1 \hat{\alpha} \hat{v}_s \rangle_K \\
+ \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), (\hat{\alpha} - \bar{\alpha})(v_s - \bar{v}_s) \rangle_K + \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \bar{\alpha}(v_s - \bar{v}_s) \rangle_K \\
= \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), (\hat{\alpha} - \hat{\Pi}_1 \hat{\alpha}) \hat{v}_s \rangle_K + \langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), (\alpha - \bar{\alpha})(v_s - \bar{v}_s) \rangle_K,
\]

where the last step is due to the facts that \((\hat{\Pi}_1 \hat{\alpha}) \hat{v}_s\) and \(\bar{\alpha}(v_s - \bar{v}_s)\) are polynomials of degree at most \(k - 1\) with respect to variable \(s\), the \((k + 1)\)-point Gauss-Lobatto quadrature on \(s\)-integration is exact for polynomial of degree \(2k - 1\), and \(l_k(s)\) is orthogonal to polynomials of lower degree. With Lemma 2.4.2, we have

\[
\langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_{j}(t), \hat{\alpha} \hat{v}_s \rangle_K \leq C \hat{|\alpha|}_{k+1,2,K} (|\hat{|\alpha|}_{2,\infty}| \hat{|\hat{v}_s|}_{1,K} + |\hat{|\alpha|}_{1,\infty}| \hat{|\hat{v}_s|}_{2,K}) = O(l_k^{k+2}) \|\alpha\|_2,\infty \|\hat{u}\|_{k+1,e} \|v\|_{2,e}.
\tag{2.33}
\]
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Combined with (2.31), we have proved the estimate. \[\square\]

**Lemma 2.5.3.** Assume \(a(x,y) \in W^{2,\infty}(\Omega)\), \(u(x,y) \in H^{k+2}(\Omega)\) and \(k \geq 2\). Then

\[
\langle a(u - u_p), v_h \rangle_h = O(h^{k+2})\|a\|_{2,\infty}\|u\|_{k+2}\|v_h\|_2, \quad \forall v_h \in V^h.
\]

**Proof.** As before, we ignore the subscript of \(v_h\) for simplicity and

\[
\langle a(u - u_p), v \rangle_h = \sum_e \langle a(u - u_p), v \rangle_{e,h}.
\]

On each cell \(e\) we have

\[
\langle a(u - u_p), v \rangle_{e,h} = \langle R[u]_{k,k}, av \rangle_{e,h} = h^2 \langle \hat{R}[\hat{u}]_{k,k}, \hat{a}\hat{v} \rangle_{\hat{K}} = h^2 \langle \hat{R}[\hat{u}]_{k,k}, \hat{a}\hat{v} - \overline{a\hat{v}} \rangle_{\hat{K}} + h^2 \langle \hat{R}[\hat{u}]_{k,k}, \overline{a\hat{v}} \rangle_{\hat{K}}.
\]

(2.34)

For the first term in (2.34), due to the embedding \(H^2(\hat{K}) \hookrightarrow C^0(\hat{K})\), Bramble-Hilbert Lemma Theorem 2.3.1 and Lemma 2.4.3, we have

\[
h^2 \langle \hat{R}[\hat{u}]_{k,k}, \hat{a}\hat{v} - \overline{a\hat{v}} \rangle_{\hat{K}} \leq Ch^2 |\hat{u}|_{k,k,\infty} |\hat{a}\hat{v} - \overline{a\hat{v}}|_{\infty} \leq Ch^2 |\hat{u}|_{k+1,\hat{K}} |\hat{a}\hat{v} - \overline{a\hat{v}}|_{2,\hat{K}}.
\]

\[
\leq Ch^2 |\hat{u}|_{k+1,\hat{K}} (|\hat{a}\hat{v} - \overline{a\hat{v}}|_{L^2(\hat{K})} + |\hat{a}\hat{v}|_{1,\hat{K}} + |\hat{a}\hat{v}|_{2,\hat{K}}).
\]

\[
\leq Ch^2 |\hat{u}|_{k+1,\hat{K}} (|\hat{a}\hat{v}|_{1,\hat{K}} + |\hat{a}\hat{v}|_{2,\hat{K}}) = O(h^{k+2})\|a\|_{2,\infty,e}\|u\|_{k+1,e}\|v\|_{2,e}.
\]

For the second term in (2.34), we have

\[
h^2 \langle \hat{R}[\hat{u}]_{k+1,k+1}, \overline{a\hat{v}} \rangle_{\hat{K}} = h^2 \langle \hat{R}[\hat{u}]_{k+1,k+1}, \overline{a\hat{v}} \rangle_{\hat{K}} - h^2 \langle \hat{R}[\hat{u}]_{k+1,k+1} - \hat{R}[\hat{u}]_{k,k}, \overline{a\hat{v}} \rangle_{\hat{K}}.
\]

By Lemma 2.4.3 and Lemma 2.5.1 we have

\[
h^2 \langle \hat{R}[\hat{u}]_{k+1,k+1}, \overline{a\hat{v}} \rangle_{\hat{K}} \leq Ch^2 |\hat{u}|_{k+2,\hat{K}} |\hat{a}\hat{v}|_{0,\hat{K}} = O(h^{k+2})\|a\|_{0,\infty,e}\|u\|_{k+2,e}\|v\|_{0,e},
\]

and

\[
h^2 \langle \hat{R}[\hat{u}]_{k+1,k+1} - \hat{R}[\hat{u}]_{k,k}, \overline{a\hat{v}} \rangle_{\hat{K}} = 0.
\]
Thus, we have $\langle a(u - u_p), v_h \rangle_h = O(h^{k+2})\|a\|_{2,\infty}\|u\|_{k+2}\|v_h\|_2$.  

Lemma 2.5.4. Assume $a \in W^{2,\infty}(\Omega)$, $u \in H^{k+3}(\Omega)$ and $k \geq 2$. Then

$$\langle a(u - u_p)_x, v_h \rangle_h = O(h^{k+2})\|a\|_{2,\infty}\|u\|_{k+3}\|v_h\|_2, \quad \forall v_h \in V^h.$$  

Proof. As before, we ignore the subscript in $v_h$ and we have

$$\langle a(u - u_p)_x, v \rangle_h = \sum_e \langle a(u - u_p)_x, v \rangle_{e,h}.$$  

On each cell $e$, we have

$$\langle a(u - u_p)_x, v \rangle_{e,h} = \langle (R[a]_{k,k})_x, av \rangle_{e,h} = h\langle (\hat{R}[\hat{a}]_{k,k}), \hat{a}\hat{v} \rangle_{\hat{K}} = h\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a}\hat{v} \rangle_{\hat{K}} - h\langle (\hat{R}[\hat{u}]_{k+1,k+1} - \hat{R}[\hat{a}]_{k,k})_s, \hat{a}\hat{v} \rangle_{\hat{K}}. \quad (2.35)$$

For the first term in (2.35), we have

$$\langle (\hat{R}[\hat{a}]_{k+1,k+1})_s, \hat{a}\hat{v} \rangle_{\hat{K}} \leq \langle (\hat{R}[\hat{a}]_{k+1,k+1})_s, \overline{\hat{a}\hat{v}} \rangle_{\hat{K}} + \langle (\hat{R}[\hat{a}]_{k+1,k+1})_s, \hat{a}\hat{v} - \overline{\hat{a}\hat{v}} \rangle_{\hat{K}}$$

Due to Lemma 2.5.1,

$$h\langle (\hat{R}[\hat{a}]_{k+1,k+1})_s, \overline{\hat{a}\hat{v}} \rangle_{\hat{K}} \leq Ch\|a\|_{0,\infty}\|u\|_{k+3,\hat{K}}\|v\|_{0,\hat{K}} = O(h^{k+2})\|a\|_{2,\infty}\|u\|_{k+3,e}\|v\|_{0,e},$$

and by the same arguments as in the proof of Lemma 2.5.3 we have

$$h\langle (\hat{R}[\hat{a}]_{k+1,k+1})_s, \hat{a}\hat{v} - \overline{\hat{a}\hat{v}} \rangle_{\hat{K}} \leq Ch\|(R[\hat{a}]_{k+1,k+1})_s\|_\infty|\hat{a}\hat{v} - \overline{\hat{a}\hat{v}}|_\infty \leq Ch|\hat{a}\hat{v}|_{k+2,\hat{K}}\|\hat{a}\hat{v} - \overline{\hat{a}\hat{v}}\|_{2,\hat{K}}$$

$$\leq Ch|\hat{a}|_{k+2,\hat{K}}\|\hat{a}\hat{v} - \overline{\hat{a}\hat{v}}\|_{L^2(\hat{K})} + |\hat{a}\hat{v}|_{1,\hat{K}} + |\hat{a}\hat{v}|_{2,\hat{K}} \leq Ch|\hat{a}|_{k+2,\hat{K}}(|\hat{a}\hat{v}|_{1,\hat{K}} + |\hat{a}\hat{v}|_{2,\hat{K}}) = O(h^{k+2})\|a\|_{2,\infty}\|u\|_{k+2,e}$$

Thus

$$h\langle (\hat{R}[\hat{a}]_{k+1,k+1})_s, \hat{a}\hat{v} \rangle_{\hat{K}} = O(h^{k+2})\|a\|_{2,\infty}\|u\|_{k+3,e}\|v\|_{2,e}. \quad (2.36)$$
For the second term in (2.35), we have

$$
\langle (\hat{R}[\hat{u}]_{k+1,k} - \hat{R}[\hat{u}]_{k,k})_s, \hat{a}\hat{v} \rangle_K
\leq C|u|_{k+1,K} \hat{a} \hat{v} \leq C|u|_{k+1,K} (|\hat{a}|_{2,\infty,K} |\hat{v}|_{0,K} + |\hat{a}|_{1,\infty,K} |\hat{v}|_{1,K} + |\hat{a}|_{0,\infty} |\hat{v}|_{2,\hat{K}})
$$

Thus

$$
h\langle (\hat{R}[\hat{u}]_{k,k} - \hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a}\hat{v} \rangle_K = O(h^{k+2})\|a\|_{2,\infty} \|u\|_{k+1,e} \|v\|_{2,e}.
$$

By (2.36) and (2.37) and sum up over all the cells, we get the desired estimate. □
Lemma 2.5.5. Assume \( a(x, y) \in W^{4, \infty}(\Omega), u(x, y) \in H^{k+3}(\Omega) \) and \( k \geq 2 \). Then

\[
\langle a(u - u_p)_x, (v_h)_y \rangle_h = \begin{cases} 
O(h^{k+\frac{3}{2}})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h, \\
O(h^{k+2})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h_0.
\end{cases}
\] (2.38a)

\[
O(h^{k+2})\|a\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2, & \forall v_h \in V^h_0.
\] (2.38b)

**Proof.** We ignore the subscript in \( v_h \) and we have

\[
\langle a(u - u_p)_x, v_y \rangle_h = \sum_e \langle a(u - u_p)_x, v_y \rangle_{e,h},
\]

and on each cell \( e \)

\[
\langle a(u - u_p)_x, v_y \rangle_{e,h} = \langle (R[u]_{k,k})_x, av_y \rangle_{e,h} = \langle (\hat{R}[\hat{u}]_{k,k})_s, \hat{a}\hat{v}_t \rangle_{\hat{K}}
\]

\[
= \langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a}\hat{v}_t \rangle_{\hat{K}} + \langle (\hat{R}[\hat{u}]_{k,k} - \hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a}\hat{v}_t \rangle_{\hat{K}}.
\] (2.39)

By the same arguments as in the proof of Lemma 2.5.2, we have

\[
\langle (\hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a}\hat{v}_t \rangle_{\hat{K}} = O(h^{k+2})\|a\|_{1, \infty}\|u\|_{k+3,2,e}\|v\|_{2,e},
\] (2.40)

and

\[
\langle (\hat{R}[\hat{u}]_{k,k} - \hat{R}[\hat{u}]_{k+1,k+1})_s, \hat{a}\hat{v}_t \rangle_{\hat{K}} = -\langle l_k(s) \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_j(t), \hat{a}\hat{v}_t \rangle_{\hat{K}}.
\]

For simplicity, we define

\[
\hat{b}_{k+1}(t) := \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_j(t).
\]

then by the third and fourth estimates in Lemma 2.4.4, we have

\[
|\hat{b}_{k+1}(t)| \leq C \sum_{j=0}^{k+1} |\hat{b}_{k+1,j}| \leq C|\hat{u}|_{k+1,\hat{K}},
\]

\[
|\hat{b}_{k+1}^{(m)}(t)| \leq C \sum_{j=m}^{k+1} |\hat{b}_{k+1,j}| \leq C|\hat{u}|_{k+2,\hat{K}}, \quad 1 \leq m,
\]
where \( \hat{b}^{(m)}_{k+1}(t) \) is the m-th derivative of \( \hat{b}_{k+1}(t) \). We use the same technique in the proof of Theorem 2.3.9 and we let \( l_k = l_k(s) \), \( b_{k+1} = b_{k+1}(t) \) in the following,

\[
\langle (\hat{R}[\hat{u}]_{k,k} - \hat{R}[\hat{u}]_{k+1,k+1}), \hat{\alpha} \hat{v}_t \rangle_K = - \langle l_k(s) \hat{b}_{k+1}(t), \hat{\alpha} \hat{v}_t \rangle_K
\]

\[
= - \int_K l_k(s) \hat{b}_{k+1}(t) \hat{\alpha} \hat{v}_t d^h sdt = - \int_K (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t d^h sdt
\]

\[
= - \int_K (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t d^h sdt + \int_K l_k \hat{b}_{k+1} \hat{\alpha} \hat{v}_t dsdt - \int_K l_k \hat{b}_{k+1} \hat{\alpha} \hat{v}_t dsdt,
\]

and

\[
\int_K (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t d^h sdt = \int_K l_k \hat{b}_{k+1} \hat{\alpha} \hat{v}_t dsdt
\]

\[
= \int_K \left[ l_k \hat{b}_{k+1} \hat{\alpha} - (l_k \hat{b}_{k+1} \hat{\alpha})_I \right] \hat{v}_t dsdt + \int_K (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t dsdt - \int_K (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t d^h sdt
\]

\[
= \int_K \left[ l_k \hat{b}_{k+1} \hat{\alpha} - (l_k \hat{b}_{k+1} \hat{\alpha})_I \right] \hat{v}_t dsdt + \int_K \partial_t (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t d^h sdt - \int_K \partial_t (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t dsdt
\]

\[
+ \left( \int_{-1}^1 (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t ds \bigg|_{t=1} - \int_{-1}^1 (l_k \hat{b}_{k+1} \hat{\alpha})_I \hat{v}_t d^h s \bigg|_{t=1} \right) = I + II + III.
\]

After integration by parts with respect to the variable \( s \), we have

\[
\int_K l_k(s) \hat{b}_{k+1}(t) \hat{\alpha} \hat{v}_t dsdt = - \int_K M_{k+1}(s) \hat{b}_{k+1}(t)(\hat{\alpha}_s \hat{v}_t + \hat{\alpha} \hat{v}_st) dsdt. \quad (2.41)
\]

Let \( N(s) \) be the antiderivative of \( M_{k+1}(s) \). After integration by parts, we have

\[
- \int_K \hat{M}_{k+1}(s) b_{k+1}(t)(\hat{\alpha}_s \hat{v}_t + \hat{\alpha} \hat{v}_st) = \int_K \hat{b}_{k+1}(t) N(s)(\hat{\alpha}_s \hat{v}_t + 2\hat{\alpha}_s \hat{v}_st) + \int_K \hat{b}_{k+1}(t) N(s) \hat{\alpha} \hat{v}_st.
\]

After integration by parts on the \( t \)-variable,

\[
- \int_K \hat{b}_{k+1}(t) N(s) \hat{\alpha} \hat{v}_st = \int_K \partial_t [\hat{b}_{k+1}(t) N(s) \hat{\alpha}] \hat{v}_ss - \int_{-1}^1 \hat{b}_{k+1}(t) N(s) \hat{\alpha} \hat{v}_ss ds \bigg|_{t=1} + \int_{-1}^1 \hat{b}_{k+1}(t) N(s) \hat{\alpha} \hat{v}_st \bigg|_{t=1},
\]

\[
\int_K \partial_t [\hat{b}_{k+1}(t) N(s) \hat{\alpha}] \hat{v}_ss = \int_K \hat{b}_{k+1}(t) N(s) \hat{\alpha} + \hat{b}_{k+1}(t) N(s) \hat{\alpha}_t \hat{v}_ss.
\]
By Lemma 2.4.4, we have the estimate for the two double integral terms

\[
\left| \int_K \hat{b}_{k+1}(t)N(s)(\hat{a}_{ss}\hat{v}_t + 2\hat{a}_s\hat{v}_{st}) \right| \leq C|\hat{u}|_{k+1,2,\hat{K}}(|\hat{a}|_{2,\infty,\hat{K}}|\hat{v}|_{1,2,\hat{K}} + |\hat{a}|_{1,\infty,\hat{K}}|\hat{v}|_{2,2,\hat{K}}),
\]

\[
\left| \int_K [\hat{b}_{k+1}(t)N(s)\hat{a} + \hat{b}_{k+1}(t)N(s)\hat{a}_t]\hat{v}_{ss} \right| \\
\leq C(|\hat{u}|_{k+2,\hat{K}}|\hat{a}|_{0,\infty,\hat{K}}|\hat{v}|_{2,2,\hat{K}} + |\hat{a}|_{k+2,\hat{K}}|\hat{a}|_{1,\infty,\hat{K}}|\hat{v}|_{2,2,\hat{K}}),
\]

which gives the estimate \(Ch^{k+2}\|a\|_{2,\infty,\hat{C}}\|u\|_{k+2,\hat{e}}\|v\|_{k+2,\hat{e}}\) after mapping back to \(e\).

After mapping back to \(e\), we have

\[
\int_{-1}^{1} \hat{b}_{k+1}(t)M_{k+1}(s)\hat{a}\hat{v}_{ss}ds \bigg|_{t=-1}^{t=1} = h \int_{x_e-h}^{x_e+h} b_{k+1}(y)M_{k+1}(\frac{x-x_e}{h})av_{xx}dx \bigg|_{y=y_e-h}^{y=y_e+h}.
\]

Notice that we have

\[
b_{k+1}(y_e+h) = \hat{b}_{k+1}(1) = \sum_{j=0}^{k+1} \hat{b}_{k+1,j}M_{j}(1) = \hat{b}_{k+1,0} + \hat{b}_{k+1,1} = (k + \frac{1}{2}) \int_{-1}^{1} \partial_s \hat{u}(s, 1)l_k(s)ds = (k + \frac{1}{2}) \int_{x_e-h}^{x_e+h} \partial_x u(x, y_e + h)l_k(\frac{x-x_e}{h})dx,
\]

and similarly we get \(b_{k+1}(y_e-h) = \hat{b}_{k+1}(-1) = (k + \frac{1}{2}) \int_{x_e-h}^{x_e+h} \partial_x u(x, y_e - h)l_k(\frac{x-x_e}{h})dx\). Thus the term \(b_{k+1}(y)M_{k+1}(\frac{x-x_e}{h})av_{xx}\) is continuous across the top/bottom edge of cells. Therefore, if summing over all elements \(e\), the line integral on the inner edges are cancelled out. Let \(L_1\) and \(L_3\) denote the top and bottom boundary of \(\Omega\). Then the line integral after summing over \(e\) consists of two line integrals along \(L_1\) and \(L_3\). We only need to discuss one of them.

Let \(l_1\) and \(l_3\) denote the top and bottom edge of \(e\). First, after integration by parts \(k\) times, we get

\[
\hat{b}_{k+1}(1) = (k + \frac{1}{2}) \int_{-1}^{1} \partial_s \hat{u}(s, 1)l_k(s)ds = (-1)^k(k + \frac{1}{2}) \int_{-1}^{1} \frac{\partial^{k+1}}{\partial s^{k+1}} \hat{u}(s, 1) \frac{1}{2^kk!}(s^2 - 1)^k ds,
\]

\[
\frac{\partial}{\partial x} \left[ \int_{x_e-h}^{x_e+h} \partial_x u(x, y_e + h)l_k(\frac{x-x_e}{h})dx \right] = \int_{x_e-h}^{x_e+h} \partial_x \left[ \partial_x u(x, y_e + h)l_k(\frac{x-x_e}{h}) \right] dx.
\]
thus by Cauchy Schwarz inequality we get
\[
|\hat{b}_{k+1}(1)| \leq C_k \sqrt{\int_{-1}^{1} \left[ \frac{\partial^k \hat{u}(s,1)}{\partial s^k} \right]^2 ds} \leq C_k h^{k+\frac{3}{2}} |u|_{k+1,2,l_1}.
\]

Second, since \(v_{xx}^2\) is a polynomial of degree \(2k\) w.r.t. \(y\) variable, by using \((k+2)\)-point Gauss Lobatto quadrature for integration w.r.t. \(y\)-variable in \(\iint v_{xx}^2 dx dy\), we get
\[
\int_{x-e}^{x+e} v_{xx}^2(x,y) \, dx \leq C h^{-1} \int_{x-e}^{x+e} v_{xx}^2(x,y) \, dx.
\]

So by Cauchy Schwarz inequality, we have
\[
\int_{x-e}^{x+e} |v_{xx}(x,y) + h| \, dx \leq \sqrt{2h} \sqrt{\int_{x-e}^{x+e} v_{xx}^2(x,y) \, dx} \leq C |v|_{2,2,e}.
\]

Thus the line integral along \(L_1\) can be estimated by considering each \(e\) adjacent to \(L_1\) in the reference cell:
\[
\sum_{e \cap L_1 \neq \emptyset} \left| \int_{-1}^{1} \hat{b}_{k+1}(1) M_{k+1}(s) \hat{a}(s,1) \hat{v}_{ss}(s,1) \, ds \right|
\leq \sum_{e \cap L_1 \neq \emptyset} C |\hat{a}|_{0,\infty,K} |\hat{b}_{k+1}(1)| \int_{-1}^{1} |\hat{v}_{ss}(s,1)| \, ds
= \mathcal{O}(h^{k+\frac{3}{2}}) \sum_{e \cap L_1 \neq \emptyset} |u|_{k+1,2,l_1} \int_{x_e}^{x_e+h} |v_{xx}(x,y_e) + h| \, dx
= \mathcal{O}(h^{k+\frac{3}{2}}) \sum_{e \cap L_1 \neq \emptyset} |u|_{k+1,2,l_1} |v|_{2,2,e}
= \mathcal{O}(h^{k+\frac{3}{2}}) \|u\|_{k+1,L_1} \|v\|_{2,\Omega} = \mathcal{O}(h^{k+\frac{3}{2}}) \|u\|_{k+2,\Omega} \|v\|_{2,\Omega},
\]

where the trace inequality \(\|u\|_{k+1,\partial\Omega} \leq C \|u\|_{k+2,\Omega}\) is used.

Combine all the estimates above and sum over all elements, we have the estimate for the term \(\iint_K l_k(s) \hat{b}_{k+1}(t) \hat{a} \hat{v}_t \, ds dt\):
\[
\sum_{e} \iint_K l_k(s) \hat{b}_{k+1}(t) \hat{a} \hat{v}_t \, ds dt = \begin{cases} 
\mathcal{O}(h^{k+\frac{3}{2}}) \|a\|_{k+2,\infty} \|u\|_{k+3} \|v\|_2, & \forall v \in V^h, \\
\mathcal{O}(h^{k+2}) \|a\|_{k+2,\infty} \|u\|_{k+3} \|v\|_2, & \forall v \in V_0^h.
\end{cases} 
\]

(2.42a)
We get \( (k + \frac{3}{2}) \)-th order for the above estimation. Since the \( \frac{1}{2} \) order loss is only due to the line integral along \( L_1 \) and \( L_3 \), on which \( v_{xx} = 0 \) if \( v \in V_0^k \), we get \( (k + 2) \)-th order.

Then we can do similar estimation as in Theorem 2.3.9 for \( I, II, III \) separately.

For term \( I \), by Theorem 2.3.1 and the estimate (2.14), we have

\[
\begin{align*}
\int_K \left[ l_k \hat{b}_{k+1} \hat{\alpha} - (l_k \hat{b}_{k+1} \hat{\alpha})_I \right] \hat{v}_t dsdt \\
= \int_K \left[ l_k \hat{b}_{k+1} \hat{\alpha} - (l_k \hat{b}_{k+1} \hat{\alpha})_I \right] \overline{\hat{v}}_t dsdt + \int_K \left[ l_k \hat{b}_{k+1} \hat{\alpha} - (l_k \hat{b}_{k+1} \hat{\alpha})_I \right] (\hat{v}_t - \overline{\hat{v}}_t) dsdt \\
\leq C \left[ l_k \hat{b}_{k+1} \hat{\alpha} \right]_{k+2, \hat{K}} \| \hat{v} \|_{1, \hat{K}} + C \left[ l_k \hat{b}_{k+1} \hat{\alpha} \right]_{k+1, \hat{K}} \| \hat{v} \|_{2, \hat{K}} \\
\leq C \left( \sum_{m=2}^{k+1} |\hat{a}|_{m, \infty, \hat{K}, t \in [-1, 1]} \right) \| \hat{v} \|_{1, \hat{K}} + C \left( \sum_{m=0}^{k+2} |\hat{a}|_{m, \infty, \hat{K}, t \in [-1, 1]} \right) \| \hat{v} \|_{1, \hat{K}} \\
+ C \left( \sum_{m=1}^{k+1} |\hat{a}|_{m, \infty, \hat{K}, t \in [-1, 1]} \right) \| \hat{v} \|_{2, \hat{K}} + C \left( \sum_{m=0}^{k+1} |\hat{a}|_{m, \infty, \hat{K}, t \in [-1, 1]} \right) \| \hat{v} \|_{2, \hat{K}} \\
= O(h^{k+2}) \| a \|_{k+2, \infty} \| u \|_{k+2, e} \| v \|_{2, e}.
\end{align*}
\]

For term \( II \), as in the proof of Theorem 2.3.9, we define the linear form as

\[
\hat{E}_{\hat{v}}(\hat{f}) = \int_K (\hat{F}_I)_t \hat{v} dsdt - \int_K (\hat{F}_I)_t \hat{v} dsdt,
\]

for each \( \hat{v} \in Q^k(\hat{K}) \) and \( \hat{F} \) is an antiderivative of \( \hat{f} \) w.r.t. variable \( t \). We can easily see that \( \hat{E}_{\hat{v}} \) is well defined and \( \hat{E}_{\hat{v}} \) is a continuous linear form on \( H^k(\hat{K}) \). With projection \( \hat{\Pi}_1 \) defined in (2.8), we have

\[
\hat{E}_{\hat{v}}(\hat{f}) = \hat{E}_{\hat{v} - \hat{\Pi}_1 \hat{v}}(\hat{f}) + \hat{E}_{\hat{\Pi}_1 \hat{v}}(\hat{f}), \quad \forall \hat{v} \in Q^k(\hat{K}).
\]

Since \( Q^{k-1}(\hat{K}) \subset \ker \hat{E}_{\hat{v} - \hat{\Pi}_1 \hat{v}} \) thus

\[
\hat{E}_{\hat{v} - \hat{\Pi}_1 \hat{v}}(\hat{f}) \leq C[\hat{f}]_{k, \hat{K}, 0, \hat{K}} \| \hat{v} - \hat{\Pi}_1 \hat{v} \|_{0, \hat{K}} \leq C[\hat{f}]_{k, \hat{K}, 1} \| \hat{v} \|_{2, \hat{K}}
\]

and

\[
\hat{E}_{\hat{\Pi}_1 \hat{v}}(\hat{f}) = \int_K (\hat{F}_I)_t \hat{\Pi}_1 \hat{v} dsdt - \int_K (\hat{F}_I)_t \hat{\Pi}_1 \hat{v} dsdt = 0.
\]
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Thus we have

\[
\int \int_{\hat{K}} \partial_t (l_k \hat{b}_{k+1} \hat{a})_t \hat{v} d^h s dt - \int \int_{\hat{K}} \partial_t (l_k \hat{b}_{k+1} \hat{a})_t \hat{v} d s dt = -\hat{E}_{\hat{v}}((l_k \hat{b}_{k+1} \hat{a})_t)
\]

\[
= -\hat{E}_{\hat{v} - \Pi_{1,\hat{v}}}((l_k \hat{b}_{k+1} \hat{a})_t) \leq C[(l_k \hat{b}_{k+1} \hat{a})_t]_{k, \hat{K}} |\hat{v}_h|_{2, \hat{K}} = O(h^{k+2}) ||a||_{k+1, \infty} ||u||_{k+2, e} ||v||_{2, e}.
\]

Now we only need to discuss term \(III\). Let \(L_1\) and \(L_3\) denote the top and bottom boundaries of \(\Omega\) and let \(l^e_1, l^e_3\) denote the top and bottom edges of element \(e\) (and \(l^\hat{K}_1\) and \(l^\hat{K}_3\) for \(\hat{K}\)). Notice that after mapping back to the cell \(e\) we have

\[
b_{k+1}(y_e + h) = \hat{b}_{k+1}(1) = \sum_{j=0}^{k+1} \hat{b}_{k+1,j} M_j(1) = \hat{b}_{k+1,0} + \hat{b}_{k+1,1}
\]

\[
= (k + \frac{1}{2}) \int_{-1}^{1} \partial_s \hat{u}(s, 1) l_k(s) ds = (k + \frac{1}{2}) \int_{x_e-h}^{x_e+h} \partial_x u(x, y_e + h) l_k(\frac{x - x_e}{h}) dx,
\]

and similarly we get \(b_{k+1}(y_e - h) = \hat{b}_{k+1}(-1) = (k + \frac{1}{2}) \int_{x_e-h}^{x_e+h} \partial_x u(x, y_e - h) l_k(\frac{x - x_e}{h}) dx\). Thus the term \(l(\frac{x - x_e}{h}) b_{k+1}(y) av\) is continuous across the top and bottom edges of cells. Therefore, if summing over all elements \(e\), the line integral on the inner edges are cancelled out. So after summing over all elements, the line integral reduces to two line integrals along \(L_1\) and \(L_3\). We only need to discuss one of them. For a cell \(e\) adjacent to \(L_1\), consider its reference cell \(\hat{K}\) and define linear form \(\hat{E}(\hat{f}) = \int_{-1}^{1} \hat{f}(s, 1) ds = \int_{-1}^{1} \hat{f}(s, 1) d^h s\), then we have

\[
\hat{E}(\hat{f} \hat{v}) \leq C ||\hat{f}||_{0, \infty, l^\hat{K}} ||\hat{v}||_{0, \infty, l^\hat{K}} \leq C ||\hat{f}||_{2, l^\hat{K}} ||\hat{v}||_{0, l^\hat{K}}.
\]
thus the mapping \( \hat{f} \to \hat{E}(\hat{f}\hat{v}) \) is continuous with operator norm less than \( C\|\hat{v}\|_{0, l_1^\xi} \) for some \( C \). Since \( \hat{E}((\hat{a}\hat{u}_s)_t\hat{\Pi}_1\hat{v}) = 0 \) we have

\[
\sum_{e \in L_1} \int_{-1}^1 (l_k \hat{b}_{k+1}\hat{a})_t \hat{v} ds - \int_{-1}^1 (l_k \hat{b}_{k+1}\hat{a})_t \hat{v} ds_1^h \leq \sum_{e \in L_1} \hat{E}((l_k \hat{b}_{k+1}\hat{a})_t (\hat{v} - \hat{\Pi}_1\hat{v})) \leq \sum_{e \in L_1} C[(l_k \hat{b}_{k+1}\hat{a})_t]_{k, l_1^\xi} [\hat{v}]_{l_1^\xi}
\]

where the first inequality is derived from \( \hat{E}(\hat{f}(\hat{v} - \hat{\Pi}_1\hat{v})) = 0, \forall \hat{f} \in Q^{k-1}(\hat{K}) \) and Theorem 2.3.1.

Since \( l_k(t) = \frac{1}{2k!} \frac{d^k}{dt^k} (t^2 - 1)^k \), after integration by parts \( k \) times,

\[
\hat{b}_{k+1}(1) = (k + \frac{1}{2}) \int_{-1}^1 \partial_s u(s, 1) l_k(s) ds = (-1)^k (k + \frac{1}{2}) \int_{-1}^1 \partial_s^{k+1} u(s, 1) L(s) ds,
\]

where \( L(s) \) is a polynomial of degree \( 2k \) by taking antiderivatives of \( l_k(s) k \) times. Then by Cauchy-Schwarz inequality we have

\[
\hat{b}_{k+1}(1) \leq C \left( \int_{-1}^1 \|\partial_s^{k+1} u(s, 1)\|^2 ds \right)^{\frac{1}{2}} \leq C h^{k+\frac{1}{2}} |u|_{k+1, l_1^\xi}.
\]

By (2.27), we get \( |\hat{v}|_{2, l_1^\xi} = h^2 |\hat{v}|_{2, l_1^\xi} \leq C h |v|_{2, c} \). Thus we have

\[
\sum_{e \in L_1} \int_{-1}^1 (l_k \hat{b}_{k+1}\hat{a})_t \hat{v} ds - \int_{-1}^1 (l_k \hat{b}_{k+1}\hat{a})_t \hat{v} ds_1^h \leq \sum_{e \in L_1} C \|\hat{v}\|_{k, c, K} [\hat{b}_{k+1}(1)]\|\hat{v}\|_{2, l_1^\xi}
\]

\[
= \mathcal{O}(h^{k+\frac{1}{2}}) \sum_{e \in L_1} \|a\|_{k, \infty} |u|_{k+1, l_1^\xi} |v|_{2, c} = \mathcal{O}(h^{k+\frac{1}{2}}) \|a\|_{k, \infty} |u|_{k+1, L_1} |v|_{2, \Omega} = \mathcal{O}(h^{k+\frac{3}{2}}) \|a\|_{k, \infty} |u|_{k+2, \Omega} |v|_{2, \Omega},
\]

where the trace inequality \( \|u\|_{k+1, \partial\Omega} \leq C \|u\|_{k+2, \Omega} \) is used.

Combine all the estimates above, we get (2.38a). Since the \( \frac{1}{2} \) order loss is only due to the line integral along \( L_1 \) and \( L_3 \), on which \( v_{xx} = 0 \) if \( v \in V_0^h \), we get (2.38b). □

By all the discussions in this subsection, we have proven (2.29a) and (2.29b).
2.6 Homogeneous Dirichlet Boundary Conditions

2.6.1 $V^h$-ellipticity

In order to discuss the scheme (2.2), we need to show $A_h$ satisfies $V^h$-ellipticity

$$\forall v_h \in V_0^h, \quad C \|v_h\|_1^2 \leq A_h(v_h, v_h). \quad (2.43)$$

We first consider the $V_h$-ellipticity for the case $b \equiv 0$.

**Lemma 2.6.1.** Assume the coefficients in (2.9) satisfy that $b \equiv 0$, both $c(x,y)$ and the eigenvalues of $a(x,y)$ have a uniform upper bound and a uniform positive lower bound, then there exist two constants $C_1, C_2 > 0$ independent of mesh size $h$ such that

$$\forall v_h \in V_0^h, \quad C_1 \|v_h\|_1^2 \leq A_h(v_h, v_h) \leq C_2 \|v_h\|_1^2.$$

**Proof.** Let $Z_{0,\hat{K}}$ denote the set of $(k+1) \times (k+1)$ Gauss-Lobatto points on the reference cell $\hat{K}$. First we notice that the set $Z_{0,\hat{K}}$ is a $Q^k(\hat{K})$-unisolvent subset. Since the Gauss-Lobatto quadrature weights are strictly positive, we have

$$\forall \hat{p} \in Q^k(\hat{K}), \quad \sum_{i=1}^2 \langle \partial_i \hat{p}, \partial_i \hat{p} \rangle_{\hat{K}} = 0 \implies \partial_i \hat{p} = 0 \text{ at quadrature points},$$

where $i = 1, 2$ represents the spatial derivative on variable $x_i$ respectively. Since $\partial_i \hat{p} \in Q^k(\hat{K})$ and it vanishes on a $Q^k(\hat{K})$-unisolvent subset, we have $\partial_i \hat{p} \equiv 0$. As a consequence, $
\sqrt{\sum_{i=1}^n \langle \partial_i \hat{p}, \partial_i \hat{p} \rangle_h}$ defines a norm over the quotient space $Q^k(\hat{K})/Q^0(\hat{K})$. Since that $| \cdot |_{1,\hat{K}}$ is also a norm over the same quotient space, by the equivalence of norms over a finite dimensional space, we have

$$\forall \hat{p} \in Q^k(\hat{K}), \quad C_1 |\hat{p}|_{1,\hat{K}}^2 \leq \sum_{i=1}^n \langle \partial_i \hat{p}, \partial_i \hat{p} \rangle_{\hat{K}} \leq C_2 |\hat{p}|_{1,\hat{K}}^2.$$

On the reference cell $\hat{K}$, by the assumption on the coefficients, we have

$$C_1 \|v_h\|_{1,\hat{K}}^2 \leq C_1 \sum_{i} \langle \partial_i \hat{v}_h, \partial_i \hat{v}_h \rangle_{\hat{K}} \leq \sum_{i,j=1}^n \langle \hat{a}_{ij} \partial_i \hat{v}_h, \partial_j \hat{v}_h \rangle_{\hat{K}} + \langle \hat{c} \hat{v}_h, \hat{v}_h \rangle_{\hat{K}} \leq C_2 \|\hat{v}_h\|_{1,\hat{K}}^2.$$
Mapping these back to the original cell $e$ and summing over all elements, by the equivalence of two norms $|\cdot|_1$ and $\|\cdot\|_1$ for the space $H^1_0(\Omega) \supset V_0^h$ [3], we get $C_1\|v_h\|_1^2 \leq A_h(v_h, v_h) \leq C_2\|v_h\|_1^2$. □

For discussing $V_h$-ellipticity when $b$ is nonzero, by Young’s inequality we have

$$|\langle b \cdot \nabla v_h, v_h \rangle_h| \leq \sum_e \iint_{e} \frac{(b \cdot \nabla v_h)^2}{4c} + c|v_h|^2 \, dx \, dy \leq \langle \frac{|b|^2}{4c} \nabla v_h, \nabla v_h \rangle_h + \langle cv_h, v_h \rangle_h.$$  

Thus we have

$$\langle a \nabla v_h, \nabla v_h \rangle_h + \langle b \cdot \nabla v_h, v_h \rangle_h + \langle cv_h, v_h \rangle_h \geq \langle \lambda_a \nabla v_h, \nabla v_h \rangle_h - \left\langle \frac{|b|^2}{4c} \nabla v_h, \nabla v_h \right\rangle_h,$$

where $\lambda_a$ is smallest eigenvalue of $a$. Then we have the following Lemma

**Lemma 2.6.2.** Assume $4\lambda_a c > \|b\|^2$, then there exists a constant $C > 0$ independent of mesh size $h$ such that

$$\forall v_h \in V_0^h, \quad A_h(v_h, v_h) \geq C \|v_h\|_1^2.$$

### 2.6.2 Standard estimates for the dual problem

In order to apply the Aubin-Nitsche duality argument for establishing superconvergence of function values, we need certain estimates on a proper dual problem. Define $\theta_h := u_h - u_p$. Then we consider the dual problem: find $w \in H^1_0(\Omega)$ satisfying

$$A^*(w, v) = (\theta_h, v), \quad \forall v \in H^1_0(\Omega), \quad (2.44)$$

where $A^*(\cdot, \cdot)$ is the adjoint bilinear form of $A(\cdot, \cdot)$ such that

$$A^*(u, v) = A(v, u) = \langle a \nabla v, \nabla u \rangle + \langle b \cdot \nabla v, u \rangle + \langle cv, u \rangle.$$

Let $w_h \in V_0^h$ be the solution to

$$A_h^*(w_h, v_h) = (\theta_h, v_h), \quad \forall v_h \in V_0^h. \quad (2.45)$$
Notice that the right hand side of (2.45) is different from the right hand side of the scheme (2.2).

We need the following standard estimates on $w$ for the dual problem.

**Theorem 2.6.3.** Assume all coefficients in (2.9) are in $W^{2,\infty}(\Omega)$. Let $w$ be defined in (2.44), $w_h$ be defined in (2.45), and $\theta_h = u_h - u_p$. Assume elliptic regularity (2.12) and $V^h$ ellipticity holds, we have

$$
\| w - w_h \|_1 \leq Ch\| w \|_2,
$$

$$
\| w_h \|_2 \leq C \| \theta_h \|_0.
$$

**Proof.** By $V^h$ ellipticity, we have $C_1 \| w_h - v_h \|_1^2 \leq A_h^*(w_h - v_h, w_h - v_h)$. By the definition of the dual problem, we have

$$
A_h^*(w_h, w_h - v_h) = (\theta_h, w_h - v_h) = A^*(w, w_h - v_h), \quad \forall v_h \in V_0^h.
$$

Thus for any $v_h \in V_0^h$, by Theorem 2.3.8, we have

$$
C_1 \| w_h - v_h \|_1^2 \leq A_h^*(w_h - v_h, w_h - v_h)
$$

$$
= A^*(w - v_h, w_h - v_h) + [A_h^*(w_h, w_h - v_h) - A^*(w, w_h - v_h)] + [A^*(v_h, w_h - v_h) - A_h^*(v_h, w_h - v_h)]
$$

$$
= A^*(w - v_h, w_h - v_h) + [A(w_h - v_h, v_h) - A_h(w_h - v_h, v_h)]
$$

$$
\leq C \| w - v_h \|_1 \| w_h - v_h \|_1 + Ch\| v_h \|_2 \| w_h - v_h \|_1.
$$

Thus

$$
\| w - w_h \|_1 \leq \| w - v_h \|_1 + \| w_h - v_h \|_1 \leq C \| w - v_h \|_1 + Ch\| v_h \|_2.
$$

(2.46)

Now consider $\Pi_1 w \in V_0^h$ where $\Pi_1$ is the piecewise $Q^1$ projection and its definition on each cell is defined through (2.8) on the reference cell. By the Bramble Hilbert Lemma Theorem 2.3.1 on the projection error, we have

$$
\| w - \Pi_1 w \|_1 \leq Ch\| w \|_2, \quad \| w - \Pi_1 w \|_2 \leq C \| w \|_2,
$$

(2.47)
thus \( \| \Pi_1 w \|_2 \leq \| w \|_2 + \| w - \Pi_1 w \|_2 \leq C \| w \|_2 \). By setting \( v_h = \Pi_1 w \), from (2.46) we have

\[
\| w - w_h \|_1 \leq C \| w - \Pi_1 w \|_1 + C h \| \Pi_1 w \|_2 \leq C h \| w \|_2. \tag{2.48}
\]

By the inverse estimate on the piecewise polynomial \( w_h - \Pi_1 w \), we get

\[
\| w_h \|_2 \leq \| w_h - \Pi_1 w \|_2 + \| \Pi_1 w - w \|_2 + \| w \|_2 \leq C h^{-1} \| w_h - \Pi_1 w \|_1 + C \| w \|_2. \tag{2.49}
\]

By (2.47) and (2.48), we also have

\[
\| w_h - \Pi_1 w \|_1 \leq \| w - \Pi_1 w \|_1 + \| w - w_h \|_1 \leq C h \| w \|_2. \tag{2.50}
\]

With (2.49), (2.50) and the elliptic regularity \( \| w \|_2 \leq C \| \theta_h \|_0 \), we get

\[
\| w_h \|_2 \leq C \| w \|_2 \leq C \| \theta_h \|_0.
\]

2.6.3 Superconvergence of function values

**Theorem 2.6.4.** Assume \( a_{ij}, b_i, c \in W^{k+2,\infty}(\Omega) \) and \( u(x, y) \in H^{k+3}(\Omega), f(x, y) \in H^{k+2}(\Omega) \) with \( k \geq 2 \). Assume elliptic regularity (2.12) and \( V^h \) ellipticity holds. Then \( u_h \), the numerical solution from scheme (2.2), is a \((k+2)\)-th order accurate approximation to the exact solution \( u \) in the discrete 2-norm over all the \((k+1) \times (k+1)\) Gauss-Lobatto points:

\[
\| u_h - u \|_{l^2(\Omega)} = \mathcal{O}(h^{k+2})(\| u \|_{k+3,\Omega} + \| f \|_{k+2,\Omega}).
\]

**Proof.** By Theorem 2.3.9 and Theorem 2.3.4, for any \( v_h \in V^h_0 \),

\[
A_h(u - u_h, v_h) = [A(u, v_h) - A_h(u_h, v_h)] + [A_h(u, v_h) - A(u, v_h)]
\]

\[
= A(u, v_h) - A_h(u_h, v_h) + \mathcal{O}(h^{k+2})\| a \|_{k+2,\infty} \| u \|_{k+3} \| v_h \|_2
\]

\[
= [(f, v_h) - \langle f, v_h \rangle_h] + \mathcal{O}(h^{k+2})\| u \|_{k+3} \| v_h \|_2 = \mathcal{O}(h^{k+2})(\| u \|_{k+3} + \| f \|_{k+2})\| v_h \|_2.
\]
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Let $\theta_h = u_h - u_p$, then $\theta_h \in V_0^h$ due to the properties of the M-type projection. So by (2.29a) and Theorem 2.6.3, we get

$$
\|\theta_h\|_0^2 = (\theta_h, \theta_h) = A_h(\theta_h, w_h) = A_h(u_h - u, w_h) + A_h(u - u_p, w_h)
$$

$$
= A_h(u - u_p, w_h) + \mathcal{O}(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2})\|w_h\|_2
$$

$$
= \mathcal{O}(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2})\|w_h\|_2 = \mathcal{O}(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2})\|\theta_h\|_0,
$$

thus

$$
\|u_h - u_p\|_0 = \|\theta_h\|_0 = \mathcal{O}(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2}).
$$

Finally, by the equivalence of the discrete 2-norm on $Z_0$ and the $L^2(\Omega)$ norm in finite-dimensional space $V^h$ and Theorem 2.4.5, we obtain

$$
\|u_h - u\|_{L^2(\Omega)} \leq \|u_h - u_p\|_{L^2(\Omega)} + \|u_p - u\|_{L^2(\Omega)} \leq C\|u_h - u_p\|_0 + \|u_p - u\|_{L^2(\Omega)}
$$

$$
= \mathcal{O}(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2}).
$$

\[\square\]

**Remark 2.6.5.** To extend the discussions to Neumann type boundary conditions, due to (2.29b) and Theorem 2.3.9, one can only prove $(k + \frac{3}{2})$-th order accuracy:

$$
\|u_h - u\|_{L^2(\Omega)} = \mathcal{O}(h^{k+\frac{3}{2}})(\|u\|_{k+3} + \|f\|_{k+2}).
$$

On the other hand, for solving a general elliptic equation, only $\mathcal{O}(h^{k+\frac{3}{2}})$ superconvergence at all Lobatto points can be proven for Neumann boundary conditions even for the full finite element scheme (2.1), see [9].

**Remark 2.6.6.** All key discussions can be extended to three-dimensional cases. For instance, M-type expansion has been used for discussing superconvergence for the three-dimensional case [9]. The most useful technique in Section 2.3.2 to obtain desired consistency error estimate is to derive error cancellations between neighboring cells through integration by
parts on suitable interpolation polynomials, which still seems possible on rectangular meshes in three dimensions.

2.7 Nonhomogeneous Dirichlet Boundary Conditions

We consider a two-dimensional elliptic problem on \( \Omega = (0,1)^2 \) with nonhomogeneous Dirichlet boundary condition,

\[
-\nabla \cdot (a \nabla u) + b \cdot \nabla u + cu = f \text{ on } \Omega \\
\begin{array}{c}
u = g \text{ on } \partial \Omega.
\end{array}
\]  

(2.51)

Assume there is a function \( \tilde{g} \in H^1(\Omega) \) as a smooth extension of \( g \) so that \( \tilde{g}|_{\partial\Omega} = g \). The variational form is to find \( \tilde{u} = u - \tilde{g} \in H^1_0(\Omega) \) satisfying

\[
A(\tilde{u}, v) = (f, v) - A(g, v), \quad \forall v \in H^1_0(\Omega).
\]  

(2.52)

In practice, \( \tilde{g} \) is not used explicitly. By abusing notations, the most convenient implementation is to consider

\[
g(x, y) = \begin{cases} 
0, & \text{if } (x, y) \in (0,1) \times (0,1), \\
g(x, y), & \text{if } (x, y) \in \partial\Omega,
\end{cases}
\]

and \( g_I \in V^h \) which is defined as the \( Q^k \) Lagrange interpolation at \((k+1) \times (k+1)\) Gauss-Lobatto points for each cell on \( \Omega \) of \( g(x, y) \). Namely, \( g_I \in V^h \) is the piecewise \( P^k \) interpolation of \( g \) along the boundary grid points and \( g_I = 0 \) at the interior grid points. The numerical scheme is to find \( \tilde{u}_h \in V^h_0 \), s.t.

\[
A_h(\tilde{u}_h, v_h) = (f, v_h)_h - A_h(g_I, v_h), \quad \forall v_h \in V^h_0.
\]  

(2.53)

Then \( u_h = \tilde{u}_h + g_I \) will be our numerical solution for (2.51). Notice that (2.53) is not a straightforward approximation to (2.52) since \( \tilde{g} \) is never used. Assuming elliptic regularity
and $V^h$ ellipticity hold, we will show that $u_h - u$ is of $(k+2)$-th order in the discrete 2-norm over all $(k+1) \times (k+1)$ Gauss-Lobatto points.

### 2.7.1 An auxiliary scheme

In order to discuss the superconvergence of (2.53), we need to prove the superconvergence of an auxiliary scheme. Notice that we discuss the auxiliary scheme only for proving the accuracy of (2.53). In practice one should not implement the auxiliary scheme since (2.53) is a much more convenient implementation with the same accuracy.

Let $\bar{g}_p \in V^h$ be the piecewise M-type $Q^k$ projection of the smooth extension function $\bar{g}$, and define $g_p \in V^h$ as $g_p = \bar{g}_p$ on $\partial \Omega$ and $g_p = 0$ at all the inner grids. The auxiliary scheme is to find $\tilde{u}^*_h \in V^h_0$ satisfying

$$A_h(\tilde{u}^*_h, v_h) = (f, v_h)_h - A_h(g_p, v_h), \quad \forall v_h \in V^h_0,$$

(2.54)

Then $u^*_h = \tilde{u}^*_h + g_p$ is the numerical solution for problem (2.52). Define $\theta_h = u^*_h - u_p$, then by Theorem 2.4.1 we have $\theta_h \in V^h_0$. Following Section 2.6.2, define the following dual problem: find $w \in H^1_0(\Omega)$ satisfying

$$A^*(w, v) = (\theta_h, v), \quad \forall v \in H^1_0(\Omega).$$

(2.55)

Let $w_h \in V^h_0$ be the solution to

$$A_h^*(w_h, v_h) = (\theta_h, v_h), \quad \forall v_h \in V^h_0.$$

(2.56)

Notice that the dual problem has homogeneous Dirichlet boundary conditions. By Theorem 2.3.9, Theorem 2.3.4, for any $v_h \in V^h_0$,

$$A_h(u - u^*_h, v_h) = [A(u, v_h) - A_h(u^*_h, v_h)] + [A_h(u, v_h) - A(u, v_h)]$$

$$= A(u, v_h) - A_h(u^*_h, v_h) + \mathcal{O}(h^{k+2})||a||_{k+2,\infty}||u||_{k+3}||v_h||_2$$

$$= [(f, v_h) - \langle f, v_h \rangle_h] + \mathcal{O}(h^{k+2})||u||_{k+3}||v_h||_2 = \mathcal{O}(h^{k+2})(||u||_{k+3} + ||f||_{k+2})||v_h||_2.$$
By (2.29a) and Theorem 2.6.3, we get

$$\|\theta_h\|_2^2 = (\theta_h, \theta_h) = A_h(\theta_h, w_h) = A_h(u_h^* - u, w_h) + A_h(u - u_p, w_h)$$

$$= A_h(u - u_p, w_h) + O(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2})\|w_h\|_2$$

$$= O(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2})\|w_h\|_2 = O(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2})\|\theta_h\|_0,$$

thus

$$\|u_h^* - u_p\|_0 = \|\theta_h\|_0 = O(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2}).$$

So Theorem 2.6.4 still holds for the auxiliary scheme (2.54):

$$\|u_h^* - u\|_{L^2(\Omega)} = O(h^{k+2})(\|u\|_{k+3} + \|f\|_{k+2}). \quad (2.57)$$

### 2.7.2 The main result

In order to extend Theorem 2.6.4 to (2.53), we only need to prove

$$\|u_h - u_h^*\|_0 = O(h^{k+2}).$$

The difference between (2.54) and (2.53) is

$$A_h(\tilde{u}_h^* - \tilde{u}_h, v_h) = A_h(g_I - g_p, v_h), \quad \forall v_h \in V_h^0. \quad (2.58)$$

We need the following Lemma.

**Lemma 2.7.1.** Assuming \( u \in H^{k+4}(\Omega) \) for \( k \geq 2 \), with \( g_I \) and \( g_p \) being defined as in this Section, then we have

$$A_h(g_I - g_p, v_h) = O(h^{k+2})\|u\|_{k+4,\Omega}\|v_h\|_{2,\Omega}, \quad \forall v_h \in V_h^0. \quad (2.59)$$

**Proof.** For simplicity, we ignore the subscript \( h \) of \( v_h \) in this proof and all the following \( v \) are in \( V^h \).

Notice that \( g_I - g_p \equiv 0 \) in interior cells. Thus we only consider cells adjacent to \( \partial \Omega \). Let \( L_1, L_2, L_3 \) and \( L_4 \) denote the top, left, bottom and right boundary edges of \( \tilde{\Omega} = [0, 1] \times [0, 1] \).
respectively. Without loss of generality, we consider cell $e = [x_e - h, x_e + h] \times [y_e - h, y_e + h]$ adjacent to the left boundary $L_2$, i.e., $x_e - h = 0$. Let $l_1^e, l_2^e, l_3^e$ and $l_4^e$ denote the top, left, bottom and right boundary edges of $e$ respectively.

On $l_2 \subset L_2$, Let $\phi_{ij}(x,y), i, j = 0,1, \ldots, k$, be Lagrange basis functions on edge $l_2^e$ for the $(k + 1) \times (k + 1)$ Gauss-Lobatto points in cell $e$. Then $g_I - g_p = \sum_{i,j=0}^{k} \lambda_{ij} \phi_{ij}(x,y)$ and $|\lambda_{ij}| \leq \|g_I - g_p\|_{l^\infty(\Omega)}$. Due to Sobolev’s embedding, we have $u \in W^{k+2,\infty}(\Omega)$. By Theorem 2.4.5, we have

$$\|g_I - g_p\|_{l^\infty(\Omega)} \leq \|u - u_p\|_{l^\infty(\Omega)} = O(h^{k+2})\|u\|_{k+2,\infty,\Omega} = O(h^{k+2})\|u\|_{k+4,\Omega}.$$  

Thus we get $\forall v \in V^h_0$,

$$\langle a(g_I - g_p)_x, v_x \rangle_e = \langle a \sum_{i,j=0}^{k} \lambda_{ij} \phi_{ij}(x,y), v_x \rangle_e \leq C\|a\|_{\infty,\Omega} \max_{i,j} |\lambda_{ij}| \langle \sum_{i,j=0}^{k} \phi_{ij}(x,y), v_x \rangle_e.$$  

Since for polynomials on $\hat{K}$ all the norm are equivalent, we have

$$|\langle \sum_{i,j=0}^{k} \phi_{ij}(x,y), v_x \rangle_e| = |\langle \sum_{i,j=0}^{k} \hat{\phi}_{ij}(s,t), \hat{v}_s \rangle_{\hat{K}}| \leq C|\hat{v}_s|_{\infty,\hat{K}} \leq C|v|_{1,K} = C|v|_{1,e},$$

which implies

$$\langle a(g_I - g_p)_x, v_x \rangle_h \leq C\|a\|_{\infty,\Omega} \sum_{i,j} \max_{i,j} |\lambda_{ij}| \|v\|_{1,e} = O(h^{k+2})\|a\|_{\infty,\Omega}\|u\|_{k+4,\Omega}\|v\|_{2,\Omega}.$$  

Similarly, for any $v \in V^h_0$, we have

$$\langle a(g_I - g_p)_y, v_y \rangle_h = O(h^{k+2})\|a\|_{\infty}\|u\|_{k+4}\|v\|_{2},$$

$$\langle a(g_I - g_p)_x, v_y \rangle_h = O(h^{k+2})\|a\|_{\infty}\|u\|_{k+4}\|v\|_{2},$$

$$\langle b \cdot \nabla (g_I - g_p), v \rangle_h = O(h^{k+2})\|b\|_{\infty}\|u\|_{k+4}\|v\|_{2},$$

$$\langle c(g_I - g_p), v \rangle_h = O(h^{k+2})\|c\|_{\infty}\|u\|_{k+4}\|v\|_{2}.$$  
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Thus we conclude that

\[ A_h(g_I - g_p, v_h) = O(h^{k+2}) \| u \|_{k+4} \| v_h \|_2, \quad \forall v_h \in V_0^h. \]

By (2.58) and Lemma 2.7.1, we have

\[ A_h(\tilde{u}_h^* - \tilde{u}_h, v_h) = O(h^{k+2}) \| u \|_{k+4} \| v_h \|_2, \quad \forall v_h \in V_0^h. \tag{2.60} \]

Let \( \theta_h = \tilde{u}_h^* - \tilde{u}_h \in V_0^h \). Following Section 2.6.2, define the following dual problem: find \( w \in H_0^1(\Omega) \) satisfying

\[ A^*(w, v) = (\theta_h, v), \quad \forall v \in H_0^1(\Omega). \tag{2.61} \]

Let \( w_h \in V_0^h \) be the solution to

\[ A_h^*(w_h, v_h) = (\theta_h, v_h), \quad \forall v_h \in V_0^h. \tag{2.62} \]

By (2.60) and Theorem 2.6.3, we get

\[ \| \theta_h \|_0^2 = (\theta_h, \theta_h) = A_h^*(w_h, \theta_h) = A_h(\tilde{u}_h^* - \tilde{u}_h, w_h) = O(h^{k+2}) \| u \|_{k+4} \| w_h \|_2 = O(h^{k+2}) \| u \|_{k+4} \| \theta_h \|_0, \]

thus \( \| \tilde{u}_h^* - \tilde{u}_h \|_0 = \| \theta_h \|_0 = O(h^{k+2}) \| u \|_{k+4} \). By equivalence of norms for polynomials, we have

\[ \| \tilde{u}_h^* - \tilde{u}_h \|_2(\Omega) \leq C \| \tilde{u}_h^* - \tilde{u}_h \|_0 = O(h^{k+2}) \| u \|_{k+4, \Omega}. \tag{2.63} \]

Notice that both \( \tilde{u}_h \) and \( \tilde{u}_h^* \) are constant zero along \( \partial \Omega \), and \( u_h|_{\partial \Omega} = g_I \) is the Lagrangian interpolation of \( g \) along \( \partial \Omega \). With (2.57), we have proven the following main result.

**Theorem 2.7.2.** Assume elliptic regularity (2.12) and \( V^h \) ellipticity holds. For a non-homogeneous Dirichlet boundary problem (2.51), with suitable smoothness assumptions for \( k \geq 2 \), \( a_{ij}, b_i, c \in W^{k+2, \infty}(\Omega) \), the exact solution of (2.52) \( u(x, y) = \tilde{u} + \tilde{g} \in H^{k+4}(\Omega) \) and
$f(x, y) \in H^{k+2}(\Omega)$, the numerical solution $u_h$ by scheme (2.53) is a $(k+2)$-th order accurate approximation to $u$ in the discrete 2-norm over all the $(k+1) \times (k+1)$ Gauss-Lobatto points:

$$
\|u_h - u\|_{l^2(\Omega)} = \mathcal{O}(h^{k+2})(\|u\|_{k+4} + \|f\|_{k+2}).
$$

### 2.8 Neumann Boundary Conditions

Consider the elliptic problem with Neumann boundary condition:

$$
-\nabla \cdot (a \nabla u) + b \cdot \nabla u + cu = f \text{ in } \Omega
$$

$$(a \nabla u) \cdot n = g \text{ on } \partial \Omega.
$$

(2.64)

The corresponding variational form is to find $u \in H^1(\Omega)$ to satisfy

$$
A(u, v) = (f, v) + \int_{\partial \Omega} gv d\mu, \quad \forall v \in H^1(\Omega).
$$

(2.65)

In this section we consider the problem:

$$
-\nabla \cdot (a \nabla u) + b \cdot \nabla u + cu = f \text{ in } \Omega
$$

$$(a \nabla u) \cdot n = g_I \text{ on } \partial \Omega.
$$

(2.66)

The corresponding variational form is to find $u \in H^1(\Omega)$ to satisfy

$$
A(u, v) = (f, v) + \int_{\partial \Omega} g_I v d\mu, \quad \forall v \in H^1(\Omega).
$$

(2.67)

The numerical scheme is to find $u_h \in V^h(\Omega)$ to satisfy

$$
A_h(u_h, v_h) = \langle f, v_h \rangle_h + \int_{\partial \Omega} g v_h d^h \mu, \quad \forall v \in H^1(\Omega).
$$

(2.68)
2.8.1 Quadrature error estimates

**Theorem 2.8.1.** For the equation (2.64), assume the coefficients \(a(x, y), b(x, y), c \in W^{k+2, \infty}(\Omega)\) and \(u \in H^{k+3}(\Omega)\) is the solution of (2.64), \(k \geq 2\), then we have

\[
A(u, v_h) - A_h(u, v_h) = \int_{\partial \Omega} g v d\mu - \int_{\partial \Omega} g v_h d\mu + \int_{\Omega} (g_1 - g) v_h d\mu + O(h^{k+2})\|u\|_{k+3}\|v_h\|_2, \quad \forall v_h \in V^h.
\]

**Proof.** By the proof for (2.19a) and (2.19b), we have

\[
(a^{11} \partial_x u, \partial_x v_h) - (a^{11} \partial_x u, \partial_x v_h)_h
\]

\[
= \sum_{e \cap L_4 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{11} \hat{a}_e \right)_I (1, t) \hat{v}_h (1, t) dt - \sum_{e \cap L_4 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{11} \hat{a}_e \right)_I (1, t) \hat{v}_h (1, t) dt
\]

\[
- \sum_{e \cap L_2 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{11} \hat{a}_e \right)_I (-1, t) \hat{v}_h (-1, t) dt + \sum_{e \cap L_2 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{11} \hat{a}_e \right)_I (-1, t) \hat{v}_h (-1, t) dt
\]

\[
+ O(h^{k+2})\|a^{11}\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2
\]

(2.69)

\[
= \int_{L_4} (a^{11} u_x)_I (1, y) v_h (1, y) dy - \int_{L_4} (a^{11} u_x)_I (1, y) v_h (1, y) dh y
\]

\[
- \int_{L_2} (a^{11} u_x)_I (-1, y) v_h (-1, y) dy + \int_{L_2} (a^{11} u_x)_I (-1, y) v_h (-1, y) dh y
\]

\[
+ O(h^{k+2})\|a^{11}\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2.
\]

Follow the same procedure we have

\[
(a^{12} \partial_y u, \partial_x v_h) - (a^{12} \partial_y u, \partial_x v_h)_h
\]

\[
= \sum_{e \cap L_4 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{12} \hat{a}_e \right)_I (1, t) \hat{v}_h (1, t) dt - \sum_{e \cap L_4 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{12} \hat{a}_e \right)_I (1, t) \hat{v}_h (1, t) dt
\]

\[
- \sum_{e \cap L_2 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{12} \hat{a}_e \right)_I (-1, t) \hat{v}_h (-1, t) dt + \sum_{e \cap L_2 \neq \emptyset} \int_{-1}^1 \left( \hat{a}^{12} \hat{a}_e \right)_I (-1, t) \hat{v}_h (-1, t) dt
\]

\[
+ O(h^{k+2})\|a^{12}\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2
\]

(2.70)

\[
= \int_{L_4} (a^{12} u_y)_I (1, y) v_h (1, y) dy - \int_{L_4} (a^{12} u_y)_I (1, y) v_h (1, y) dh y
\]

\[
- \int_{L_2} (a^{12} u_y)_I (-1, y) v_h (-1, y) dy + \int_{L_2} (a^{12} u_y)_I (-1, y) v_h (-1, y) dh y
\]

\[
+ O(h^{k+2})\|a^{12}\|_{k+2, \infty}\|u\|_{k+3}\|v_h\|_2.
\]
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Add (2.69) and (2.70) on both sides then we have

\[
(a^{11}\partial_x u + a^{12}\partial_y u, \partial_x v_h) - \langle a^{11}\partial_x u + a^{12}\partial_y u, \partial_x v_h \rangle_h \\
= \int_{L_4} (a^{11}u_x + a^{12}u_y)(1, y)v_h(1, y)dy - \int_{L_4} (a^{11}u_x + a^{12}u_y)(1, y)v_h(1, y)d^h y \\
- \int_{L_2} (a^{11}u_x + a^{12}u_y)(1, y)v_h(1, y)dy + \int_{L_2} (a^{11}u_x + a^{12}u_y)(1, y)v_h(1, y)d^h y \\
+ O(h^{k+2}) \left( \|a^{11}\|_{k+2, \infty} + \|a^{12}\|_{k+2, \infty} \right) \|u\|_{k+3} \|v_h\|_2. \\
(2.71)
\]

Note on the boundary \( L^2 \) and \( L^4 \), by the Neumann boundary condition, we have

\[
a^{11}\partial_x u + a^{12}\partial_y u = g, \text{ on } L^4 \\
a^{11}\partial_x u + a^{12}\partial_y u = -g \text{ on } L^2,
\]

thus with Lemma 2.3.4,

\[
(a^{11}\partial_x u + a^{12}\partial_y u, \partial_x v_h) - \langle a^{11}\partial_x u + a^{12}\partial_y u, \partial_x v_h \rangle_h \\
= \int_{L_4} g_1(1, y)v_h(1, y)dy - \int_{L_4} g(1, y)v_h(1, y)d^h y + \int_{L_2} g_1(-1, y)v_h(-1, y)dy - \int_{L_2} g(-1, y)v_h(-1, y)d^h y \\
+ O(h^{k+2}) \left( \|a^{11}\|_{k+2, \infty} + \|a^{12}\|_{k+2, \infty} \right) \|u\|_{k+3} \|v_h\|_2. \\
(2.72)
\]

By the same argument and denoting the upper boundary and lower boundary with \( L_1 \) and \( L_3 \) respectively, we have

\[
(a^{12}\partial_x u + a^{22}\partial_y u, \partial_y v_h) - \langle a^{12}\partial_x u + a^{22}\partial_y u, \partial_y v_h \rangle_h \\
= \int_{L_1} g_1(x, 1)v_h(x, 1)dx - \int_{L_1} g(x, 1)v_h(x, 1)d^h x + \int_{L_3} g_1(x, -1)v_h(x, -1)dx - \int_{L_3} g(x, -1)v_h(x, -1)d^h x \\
+ O(h^{k+2}) \left( \|a^{12}\|_{k+2, \infty} + \|a^{22}\|_{k+2, \infty} \right) \|u\|_{k+3} \|v_h\|_2. \\
(2.73)
\]
By (2.21), (2.22), (2.72) and (2.73), we have

\[ A(u, v_h) - A_h(u, v_h) = \int_{\partial \Omega} g v d \mu - \int_{\partial \Omega} g v_h d^h \mu \]

\[ = \int_{\partial \Omega} g_I v d \mu - \int_{\partial \Omega} g v_h d^h \mu + \int_{\partial \Omega} g v_h d^h \mu + O(h^{k+2}) \| u \|_{k+3} \| v_h \|_2 \]

\[ = \int_{\partial \Omega} (g_I - g) v_h d \mu + O(h^{k+2}) \| u \|_{k+3} \| v_h \|_2. \]  

(2.74)

By the same argument, we immediately have the following theorem.

**Theorem 2.8.2.** For the equation (2.66), assume the coefficients \( a(x, y) \), \( b(x, y) \), \( c \in W^{k+2, \infty} (\Omega) \) and \( u \in H^{k+3} (\Omega) \) is the solution of (2.66), \( k \geq 2 \), then we have

\[ A(u, v_h) - A_h(u, v_h) = \int_{\partial \Omega} g v d \mu - \int_{\partial \Omega} g v_h d^h \mu + O(h^{k+2}) \| u \|_{k+3} \| v_h \|_2, \quad \forall v_h \in V_h. \]

**Remark 2.8.3.** For the homogeneous Neumann boundary case (2.64) and (2.66) are the same.

To analyze the accuracy of scheme (2.68) to problem (2.64), one only need to estimate the extra error by \( \int_{\partial \Omega} (g_I - g) v d \mu \). For simplicity, we only analyze the accuracy of scheme (2.68) to problem (2.66) for the case \( k \geq 2 \) and to problem (2.64) for the case \( k \geq 3 \).

### 2.8.2 Superconvergence of function values

The \( V_h \)-elliptic and standard estimates for the dual problem are stated as Lemma 2.6.1 Theorem 2.6.3, then we have the superconvergence of function values.

**Theorem 2.8.4.** For problem (2.66), assume \( a_{ij}, b_i, c \in W^{k+2, \infty} (\Omega) \) and \( u(x, y) \in H^{k+3} (\Omega) \), \( f(x, y) \in H^{k+2} (\Omega) \) with \( k \geq 2 \). Assume elliptic regularity (2.12) and \( V^h \) ellipticity holds. Then the numerical solution \( u_h \) from scheme (2.68), in the discrete 2-norm over all the \( (k+1) \times (k+1) \) Gauss-Lobatto points, is a \((k+2)\)-th order accurate approximation to the
exact solution $u$ if the coefficient matrix $a$ is diagonal and is at least a $(k + \frac{3}{2})$-th order accurate approximation for general coefficient matrix $a$:

$$
\|u_h - u\|_{L^2(\Omega)} = \begin{cases} 
O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2}) \|v_h\|_2, & \text{if } a \text{ is diagonal} \\
O(h^{k+\frac{3}{2}}) (\|u\|_{k+3} + \|f\|_{k+2}) \|v_h\|_2, & \text{otherwise}.
\end{cases}
$$

**Proof.** By Theorem 2.8.2 and Theorem 2.3.4, for any $v_h \in V_h^0$,

$$
A_h(u - u_h, v_h) = [A(u, v_h) - A_h(u_h, v_h)] + [A_h(u, v_h) - A(u, v_h)] = A(u, v_h) - A_h(u_h, v_h) - \int_{\partial \Omega} g v d\mu + \int_{\partial \Omega} g v_h d\mu + O(h^{k+2}) \|a\|_{k+2, \infty} \|u\|_{k+3} \|v_h\|_2
$$

$$
= [(f, v_h) - (f, v_h)_h] + O(h^{k+2}) \|u\|_{k+3} \|v_h\|_2
$$

$$
= O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2}) \|v_h\|_2.
$$

Let $\theta_h = u_h - u_p$, then $\theta_h \in V_h^0$ due to the properties of the M-type projection. So by (2.29a) and Theorem 2.6.3, we get

$$
\|\theta_h\|_0^2 = (\theta_h, \theta_h) = A_h(\theta_h, w_h) = A_h(u_h - u, w_h) + A_h(u - u_p, w_h)
$$

$$
= A_h(u - u_p, w_h) + O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2}) \|w_h\|_2
$$

$$
= O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2}) \|w_h\|_2 = O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2}) \|\theta_h\|_0,
$$

thus

$$
\|u_h - u_p\|_0 = \|\theta_h\|_0 = O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2}).
$$

Finally, by the equivalence of the discrete 2-norm on $Z_0$ and the $L^2(\Omega)$ norm in finite-dimensional space $V^h$ and Theorem 2.4.5, we obtain

$$
\|u_h - u\|_{L^2(\Omega)} \leq \|u_h - u_p\|_{L^2(\Omega)} + \|u_p - u\|_{L^2(\Omega)} \leq C \|u_h - u_p\|_0 + \|u_p - u\|_{L^2(\Omega)}
$$

$$
= O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2}).
$$
Theorem 2.8.5. For problem (2.64), assume $a_{ij}, b, c \in W^{k+2,\infty}(\Omega)$ and $u(x,y) \in H^{k+3}(\Omega)$, $f(x,y) \in H^{k+2}(\Omega)$ with $k \geq 3$. Assume elliptic regularity (2.12) and $V^h$ ellipticity holds. Then the numerical solution $u_h$ from scheme (2.68), in the discrete 2-norm over all the $(k+1) \times (k+1)$ Gauss-Lobatto points, is a $(k+2)$-th order accurate approximation to the exact solution $u$ if the coefficient matrix $a$ is diagonal and is at least a $(k+\frac{3}{2})$-th order accurate approximation for general coefficient matrix $a$:

$$\|u_h - u\|_{L^2(\Omega)} = \begin{cases} O(h^{k+2}) (\|u\|_{k+3} + \|f\|_{k+2} + \|g\|_{k+3,\partial\Omega}) \|v_h\|_2, & \text{if } a \text{ is diagonal} \\ O(h^{k+\frac{3}{2}}) (\|u\|_{k+3} + \|f\|_{k+2} + \|g\|_{k+3,\partial\Omega}) \|v_h\|_2, & \text{otherwise}. \end{cases}$$

Proof. By Theorem 2.8.1 and Lemma 2.3.6, we have, $\forall v_h \in V^h$

$$A(u, v_h) - A_h(u, v_h) = \int_{\partial\Omega} gv d\mu - \int_{\partial\Omega} g v_h d^h \mu + O(h^{k+2}) (\|u\|_{k+3} + \|g\|_{k+3,\partial\Omega}) \|v_h\|_2.$$ 

Then the rest will be the same as the proof of Theorem 2.8.4. 

Remark 2.8.6. All key discussions can be extended to three-dimensional cases.

2.9 Finite Difference Implementation

In this section we present the finite difference implementation of the scheme (2.53) for the case $k = 2$ on a uniform mesh. The finite difference implementation of the nonhomogeneous Dirichlet boundary value problem is based on a homogeneous Neumann boundary value problem, which will be discussed first. We demonstrate how it is derived for the one-dimensional case then give the two-dimensional implementation. It provides efficient assembling of the stiffness matrix and one can easily implement it in MATLAB. Implementations for higher order elements or quasi-uniform meshes can be similarly derived, even though it will no longer be a conventional finite difference scheme on a uniform grid.
2.9.1 One-dimensional case

Consider a homogeneous Neumann boundary value problem \(- (au) = f\) on \([0, 1]\), \(u(0) = 0, u(1) = 0\), and its variational form is to seek \(u \in H^1([0, 1])\) satisfying

\[
(au, v) = (f, v), \quad \forall v \in H^1([0, 1]).
\] (2.75)

Consider a uniform mesh \(x_i = ih, i = 0, 1, \ldots, n + 1, h = \frac{1}{n+1}\). Assume \(n\) is odd and let \(N = \frac{n+1}{2}\). Define intervals \(I_k = [x_{2k}, x_{2k+2}]\) for \(k = 0, \ldots, N - 1\) as a finite element mesh for \(P^2\) basis. Define

\[
V^h = \{v \in C^0([0, 1]) : v|_{I_k} \in P^2(I_k), k = 0, \ldots, N - 1\}.
\]

Let \(\{v_i\}_{i=0}^{n+1} \subset V^h\) be a basis of \(V^h\) such that \(v_i(x_j) = \delta_{ij}, i, j = 0, 1, \ldots, n + 1\). With 3-point Gauss-Lobatto quadrature, the \(C^0-P^2\) finite element method for (2.75) is to seek \(u_h \in V^h\) satisfying

\[
\langle au_h, v_i \rangle_h = \langle f, v_i \rangle_h, \quad i = 0, 1, \ldots, n + 1.
\] (2.76)

Let \(u_j = u_h(x_j), a_j = a(x_j)\) and \(f_j = f(x_j)\) then \(u_h(x) = \sum_{j=0}^{n+1} u_j v_j(x)\). We have

\[
\sum_{j=0}^{n+1} u_j \langle av_j, v_i \rangle_h = \langle au_h, v_i \rangle_h = \langle f, v_i \rangle_h = \sum_{j=0}^{n+1} f_j \langle v_j, v_i \rangle_h, \quad i = 0, 1, \ldots, n + 1.
\]

The matrix form of this scheme is \(\bar{S}\bar{u} = \bar{M}\bar{f}\), where

\[
\bar{u} = \left[u_0, u_1, \ldots, u_n, u_{n+1}\right]^T, \quad \bar{f} = \left[f_0, f_1, \ldots, f_n, f_{n+1}\right]^T,
\]

the stiffness matrix \(\bar{S}\) is has size \((n + 2) \times (n + 2)\) with \((i, j)\)-th entry as \(\langle av_i, v_j \rangle_h\), and the lumped mass matrix \(M\) is a \((n + 2) \times (n + 2)\) diagonal matrix with diagonal entries

\[
h \left(\frac{1}{3}, \frac{4}{3}, \frac{2}{3}, \frac{4}{3}, \frac{2}{3}, \ldots, \frac{2}{3}, \frac{4}{3}, \frac{1}{3}\right).
\]
Next we derive an explicit representation of the matrix $\bar{S}$. Since basis functions $v_i \in V^h$ and $u_h(x)$ are not $C^1$ at the knots $x_{2k}$ ($k = 1, 2, \ldots, N - 1$), their derivatives at the knots are double valued. We will use superscripts $+$ and $-$ to denote derivatives obtained from the right and from the left respectively, e.g., $v^+_{2k}$ and $v^-_{2k+2}$ denote the derivatives of $v_{2k}$ and $v_{2k+2}$ respectively in the interval $I_k = [x_{2k}, x_{2k+2}]$. Then in the interval $I_k = [x_{2k}, x_{2k+2}]$ we have the following representation of derivatives

$$
\begin{bmatrix}
v^+_{2k}(x) \\
v_{2k+1}(x) \\
v^-_{2k+2}(x)
\end{bmatrix} = \frac{1}{2h} \begin{bmatrix}
-3 & 4 & -1 \\
-1 & 0 & 1 \\
1 & -4 & 3
\end{bmatrix} \begin{bmatrix}
v_{2k}(x) \\
v_{2k+1}(x) \\
v_{2k+2}(x)
\end{bmatrix}.
$$

(2.77)

By abusing notations, we use $(v_i)_{2k}$ to denote the average of two derivatives of $v_i$ at the knots $x_{2k}$:

$$(v_i)_{2k} = \frac{1}{2}[(v_i)^+_{2k} + (v_i)^-_{2k}].$$

Let $[v_i]$ denote the difference between the right derivative and left derivative:

$$[v_i]_0 = [v_i]_{n+2} = 0, \quad [v_i]_{2k} := (v_i)^+_{2k} - (v_i)^-_{2k}, \quad k = 1, 2, \ldots, N - 1.$$

Then at the knots, we have

$$(v_i)^-_{2k}(v_j)^-_{2k} + (v_i)^+_{2k}(v_j)^+_{2k} = 2(v_i)_{2k}(v_j)_{2k} + \frac{1}{2} [v_i]_{2k} [v_j]_{2k}.$$

(2.78)

We also have

$$\langle av_j, v_i \rangle_{I_{2k}} = h \left[ \frac{1}{3} a_{2k}(v_j)^+_{2k}(v_i)^+_{2k} + \frac{4}{3} a_{2k+1}(v_j)_{2k+1}(v_i)_{2k+1} + \frac{1}{3} a_{2k+2}(v_j)^-_{2k+2}(v_i)^-_{2k+2} \right].$$

(2.79)

Let $v_i$ denote a column vector of size $n + 2$ consisting of grid point values of $v_i(x)$. Plugging (2.78) into (2.79), with (2.77), we get

$$\langle av_j, v_i \rangle_h = \sum_{k=0}^{N-1} \langle av_j, v_i \rangle_{I_{2k}} = \frac{1}{h} v_i^T(D^TWAD + E^TWAE)v_j,$$
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where $A$ is a diagonal matrix with diagonal entries $a_0, a_1, \ldots, a_n, a_{n+1}$, and

$$W = \text{diag} \left( \frac{1}{3}, \frac{4}{3}, \frac{2}{3}, \frac{4}{3}, \frac{2}{3}, \ldots, \frac{2}{3}, \frac{4}{3}, \frac{1}{3} \right)_{(n+2) \times (n+2)},$$

$$D = \frac{1}{2} \begin{pmatrix}
-3 & 4 & -1 \\
\frac{1}{2} & -2 & 0 & -\frac{1}{2} \\
-1 & 0 & 1 \\
\frac{1}{2} & -2 & 0 & 2 & -\frac{1}{2} \\
-1 & 0 & 1 & -1 & 0 & 1 \\
& \ddots & \ddots & \ddots & \ddots & \ddots \\
\frac{1}{2} & -2 & 0 & 2 & -\frac{1}{2} \\
-1 & 0 & 1 & -1 & 0 & 1 & -1 & 0 & 1 \\
1 & -4 & 3
\end{pmatrix}_{(n+2) \times (n+2)},
$$

$$E = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
-\frac{1}{2} & 2 & -3 & \frac{1}{2} \\
0 & 0 & 2 & -\frac{1}{2} \\
-\frac{1}{2} & 2 & -3 & \frac{1}{2} \\
0 & 0 & 2 & -\frac{1}{2} \\
0 & 0 & 0 & 0
\end{pmatrix}_{(n+2) \times (n+2)},$$

Since $\{v_i\}_{i=0}^n$ are the Lagrangian basis for $V^h$, we have

$$\tilde{S} = \frac{1}{h} (D^T W A D + E^T W A E). \quad (2.80)$$

Now consider the one-dimensional Dirichlet boundary value problem:

$$-(au) = f \text{ on } [0, 1],$$

$$u(0) = \sigma_1, \quad u(1) = \sigma_2.$$  

Consider the same mesh as above and define

$$V_0^h = \{ v \in C^0([0, 1]) : v|_{I_k} \in P^2(I_k), k = 0, \ldots, N-1; v(0) = v(1) = 0 \}.$$

Then $\{v_i\}_{i=1}^n \subset V^h$ is a basis of $V_0^h$ for $\{v_i\}_{i=0}^{n+1}$ defined above. The one-dimensional version of (2.53) is to seek $u_h \in V_0^h$ satisfying

$$\langle au_h, v_i \rangle_h = \langle f, v_i \rangle_h - \langle ag_I, v_i \rangle_h, \quad i = 1, 2, \ldots, n, \quad (2.81)$$

$$g_I(x) = \sigma_0 v_0(x) + \sigma_1 v_{n+1}(x).$$

Notice that we can obtain (2.81) by simply setting $u_h(0) = \sigma_0$ and $u_h(1) = \sigma_1$ in (2.76). So the finite difference implementation of (2.81) is given as follows:
1. Assemble the \((n + 2) \times (n + 2)\) stiffness matrix \(\bar{S}\) for homogeneous Neumann problem as in (2.80).

2. Let \(S\) denote the \(n \times n\) submatrix \(\bar{S}(2 : n + 1, 2 : n + 1)\), i.e., \([\bar{S}_{ij}]\) for \(i, j = 2, \cdots, n + 1\).

3. Let \(l\) denote the \(n \times 1\) submatrix \(\bar{S}(2 : n + 1, 1)\) and \(r\) denote the \(n \times 1\) submatrix \(\bar{S}(2 : n + 1, n + 2)\), which correspond to \(v_0(x)\) and \(v_{n+1}(x)\).

4. Let \(u = \begin{bmatrix} u_1 & u_2 & \cdots & u_n \end{bmatrix}^T\) and \(f = \begin{bmatrix} f_1 & f_2 & \cdots & f_n \end{bmatrix}^T\). Define \(w = \begin{bmatrix} \frac{4}{3}, \frac{2}{3}, \frac{4}{3}, \frac{2}{3}, \ldots, \frac{2}{3}, \frac{4}{3} \end{bmatrix}\) as a column vector of size \(n\). The scheme (2.81) can be implemented as

\[ Su = h w^T f - \sigma_0 l - \sigma_1 r. \]

### 2.9.2 Notations and tools for the two-dimensional case

We will need two operators:

- Kronecker product of two matrices: if \(A\) is \(m \times n\) and \(B\) is \(p \times q\), then \(A \otimes B\) is \(mp \times nq\) give by

\[
A \otimes B = \begin{pmatrix}
  a_{11}B & \cdots & a_{1n}B \\
  \vdots & \ddots & \vdots \\
  a_{m1}B & \cdots & a_{mn}B
\end{pmatrix}.
\]

- For a \(m \times n\) matrix \(X\), \(\text{vec}(X)\) denotes the vectorization of the matrix \(X\) by rearranging \(X\) into a vector column by column.

The following properties will be used:

1. \((A \otimes B)(C \otimes D) = AC \otimes BD\).
2. \((A \otimes B)^{-1} = A^{-1} \otimes B^{-1}\).
3. \((B^T \otimes A)\text{vec}(X) = \text{vec}(AXB)\).
4. \((A \otimes B)^T = A^T \otimes B^T\).
Consider a uniform grid \((x_i, y_j)\) for a rectangular domain \(\bar{\Omega} = [0, 1] \times [0, 1]\) where \(x_i = ih_x, i = 0, 1, \ldots, n_x + 1, h_x = \frac{1}{n_x + 1}\) and \(y_j = jh_y, j = 0, 1, \ldots, n_y + 1, h_y = \frac{1}{n_y + 1}\).

Assume \(n_x\) and \(n_y\) are odd and let \(N_x = \frac{n_x + 1}{2}\) and \(N_y = \frac{n_y + 1}{2}\). We consider rectangular cells \(e_{kl} = [x_{2k}, x_{2k+2}] \times [y_{2l}, y_{2l+2}]\) for \(k = 0, \ldots, N_x - 1\) and \(l = 0, \ldots, N_y - 1\) as a finite element mesh for \(Q^2\) basis. Define

\[
V^h = \{ v \in C^0(\Omega) : v|_{e_{kl}} \in Q^2(e_{kl}), k = 0, \ldots, N_x - 1, l = 0, \ldots, N_y - 1 \},
\]

\[
V^h_0 = \{ v \in C^0(\Omega) : v|_{e_{kl}} \in Q^2(e_{kl}), k = 0, \ldots, N_x - 1, l = 0, \ldots, N_y - 1; v|_{\partial \Omega} \equiv 0 \}.
\]

For the coefficients \(a(x, y) = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}, b = [b^1, b^2]\) and \(c\) in the elliptic operator (2.9), consider their grid point values in the following form:

\[
A_{kl} = \begin{pmatrix} a_{00} & a_{01} & \cdots & a_{0,n_x+1} \\ a_{10} & a_{11} & \cdots & a_{1,n_x+1} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n_y+1,0} & a_{n_y+1,1} & \cdots & a_{n_y+1,n_x+1} \end{pmatrix}_{(n_y+2) \times (n_x+2)}, \quad a_{ij} = a_{kl}(x_j, y_i), \quad k, l = 1, 2,
\]

\[
B_{m} = \begin{pmatrix} b_{00} & b_{01} & \cdots & b_{0,n_x+1} \\ b_{10} & b_{11} & \cdots & b_{1,n_x+1} \\ \vdots & \vdots & \ddots & \vdots \\ b_{n_y+1,0} & b_{n_y+1,1} & \cdots & b_{n_y+1,n_x+1} \end{pmatrix}_{(n_y+2) \times (n_x+2)}, \quad b_{ij} = b_{m}(x_j, y_i), \quad m = 1, 2,
\]

\[
C = \begin{pmatrix} c_{00} & c_{01} & \cdots & c_{0,n_x+1} \\ c_{10} & c_{11} & \cdots & c_{1,n_x+1} \\ \vdots & \vdots & \ddots & \vdots \\ c_{n_y+1,0} & c_{n_y+1,1} & \cdots & c_{n_y+1,n_x+1} \end{pmatrix}_{(n_y+2) \times (n_x+2)}, \quad c_{ij} = c(x_j, y_i).
\]
Let $\text{diag}(\mathbf{x})$ denote a diagonal matrix with the vector $\mathbf{x}$ as diagonal entries and define

\[
\bar{W}_x = \text{diag} \left( \frac{1}{3}, \frac{2}{3}, \frac{2}{3}, \frac{2}{3}, \ldots, \frac{2}{3}, \frac{1}{3} \right)_{(n_x+2) \times (n_x+2)},
\]

\[
\bar{W}_y = \text{diag} \left( \frac{1}{3}, \frac{2}{3}, \frac{2}{3}, \frac{2}{3}, \ldots, \frac{2}{3}, \frac{1}{3} \right)_{(n_y+2) \times (n_y+2)},
\]

\[
W_x = \text{diag} \left( \frac{4}{3}, \frac{2}{3}, \frac{2}{3}, \frac{2}{3}, \ldots, \frac{2}{3}, \frac{4}{3} \right)_{n_x \times n_x},
\]

\[
W_y = \text{diag} \left( \frac{4}{3}, \frac{2}{3}, \frac{2}{3}, \frac{2}{3}, \ldots, \frac{2}{3}, \frac{4}{3} \right)_{n_y \times n_y}.
\]

Let $s = x$ or $y$, we define the $D$ and $E$ matrices with dimension $(n_s + 2) \times (n_s + 2)$ for each variable:

\[
D_s = \frac{1}{2} \begin{pmatrix}
-3 & 4 & -1 \\
1 & 0 & 1 \\
\frac{1}{2} & -2 & 0 \\
-1 & 0 & \frac{1}{2} \\
\ddots & \ddots & \ddots \\
-1 & 0 & 1 \\
\frac{1}{2} & -2 & 0 \\
-1 & 0 & \frac{1}{2} \\
1 & -4 & 3
\end{pmatrix},
\]

\[
E_s = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
-\frac{1}{2} & 2 & -3 \\
-\frac{1}{2} & 0 & 0 \\
\ddots & \ddots & \ddots \\
0 & 0 & 0 \\
-\frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Define an inflation operator $\text{Infl} : \mathbb{R}^{n_y \times n_x} \rightarrow \mathbb{R}^{(n_y+2) \times (n_x+2)}$ by adding zeros:

\[
\text{Infl}(U) = \begin{pmatrix}
0 & \cdots & 0 \\
\vdots & U & \vdots \\
0 & \cdots & 0
\end{pmatrix}_{(n_y+2) \times (n_x+2)}
\]

and its matrix representation is given as $\bar{I}_x \otimes \bar{I}_y$ where

\[
\bar{I}_x = \begin{pmatrix}
0 \\
I_{n_x \times n_x} \\
0
\end{pmatrix}_{(n_x+2) \times n_x},
\]

\[
\bar{I}_y = \begin{pmatrix}
0 \\
I_{n_y \times n_y} \\
0
\end{pmatrix}_{(n_y+2) \times n_y}.
\]

Its adjoint is a restriction operator $\text{Res} : \mathbb{R}^{(n_y+2) \times (n_x+2)} \rightarrow \mathbb{R}^{n_y \times n_x}$ as

\[
\text{Res}(X) = X(2 : n_y + 1, 2 : n_x + 1), \forall X \in \mathbb{R}^{(n_y+2) \times (n_x+2)},
\]
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and its matrix representation is $\bar{I}_x^T \otimes \bar{I}_y^T$.

### 2.9.3 Two-dimensional case

For $\bar{\Omega} = [0, 1]^2$, we first consider an elliptic equation with homogeneous Neumann boundary condition:

\[
-\nabla \cdot (a \nabla u) + b \nabla u + cu = f \text{ on } \Omega, \quad (2.82)
\]
\[
a \nabla u \cdot n = 0 \text{ on } \partial \Omega. \quad (2.83)
\]

The variational form is to find $u \in H^1(\Omega)$ satisfying

\[
A(u, v) = (f, v), \quad \forall v \in H^1(\Omega). \quad (2.84)
\]

The $C^0-Q^2$ finite element method with $3 \times 3$ Gauss-Lobatto quadrature is to find $u_h \in V^h$ satisfying

\[
\langle a \nabla u_h, \nabla v_h \rangle_h + \langle b \nabla u_h, v_h \rangle_h + \langle cu_h, v_h \rangle_h = \langle f, v_h \rangle_h, \quad \forall v_h \in V^h, \quad (2.85)
\]

Let $\bar{U}$ be a $(n_y+2) \times (n_x+2)$ matrix such that its $(j, i)$-th entry is $\bar{U}(j, i) = u_h(x_{i-1}, y_{j-1})$, $i = 1, \ldots, n_x+2$, $j = 1, \ldots, n_y+2$. Let $\bar{F}$ be a $(n_y + 2) \times (n_x + 2)$ matrix such that its $(j, i)$-th entry is $\bar{F}(j, i) = f(x_{i-1}, y_{j-1})$. Then the matrix form of (2.85) is

\[
\bar{S}_{vec}(\bar{U}) = \bar{M}_{vec}(\bar{F}), \quad \bar{M} = h_x h_y \bar{W}_x \otimes \bar{W}_y, \quad \bar{S} = \sum_{k,l=1}^{2} S_{a}^{kl} + \sum_{m=1}^{2} S_{b}^{m} + S_c, \quad (2.86)
\]
where
\[
S_{a}^{11} = \frac{h_{y}}{h_{x}}(D_{x}^{T} \otimes I_{y})\text{diag}(\text{vec}(\bar{W}_y A_{11} \bar{W}_x))(D_{x} \otimes I_{y}) + \frac{h_{y}}{h_{x}}(E_{x}^{T} \otimes I_{y})\text{diag}(\text{vec}(\bar{W}_y A_{11} \bar{W}_x))(E_{x} \otimes I_{y}),
\]
\[
S_{a}^{12} = (D_{x}^{T} \otimes I_{y})\text{diag}(\text{vec}(\bar{W}_y A_{12} \bar{W}_x))(I_{x} \otimes D_{y}) + (E_{x}^{T} \otimes I_{y})\text{diag}(\text{vec}(\bar{W}_y A_{12} \bar{W}_x))(I_{x} \otimes E_{y}),
\]
\[
S_{a}^{21} = (I_{x} \otimes D_{y}^{T})\text{diag}(\text{vec}(\bar{W}_y A_{21} \bar{W}_x))(D_{x} \otimes I_{y}) + (I_{x} \otimes E_{y}^{T})\text{diag}(\text{vec}(\bar{W}_y A_{21} \bar{W}_x))(E_{x} \otimes I_{y}),
\]
\[
S_{a}^{22} = \frac{h_{x}}{h_{y}}(I_{x} \otimes D_{y}^{T})\text{diag}(\text{vec}(\bar{W}_y A_{22} \bar{W}_x))(I_{x} \otimes D_{y}) + \frac{h_{x}}{h_{y}}(I_{x} \otimes E_{y}^{T})\text{diag}(\text{vec}(\bar{W}_y A_{22} \bar{W}_x))(I_{x} \otimes E_{y}),
\]
\[
S_{b}^{1} = h_{y}\text{diag}(\text{vec}(\bar{W}_y B^{1} \bar{W}_x))(D_{x} \otimes I_{y}), \quad S_{b}^{2} = h_{x}\text{diag}(\text{vec}(\bar{W}_y B^{2} \bar{W}_x))(I_{x} \otimes D_{y}),
\]
\[
S_{c} = h_{x}h_{y}\text{diag}(\text{vec}(\bar{W}_y C \bar{W}_x)).
\]

Now consider the scheme (2.53) for nonhomogeneous Dirichlet boundary conditions. Its numerical solution can be represented as a matrix \( U \) of size \( ny \times nx \) with \((j, i)\)-entry \( U(j, i) = u_{h}(x_{i}, y_{j}) \) for \( i = 1, \cdots, nx; j = 1, \cdots, ny \). Similar to the one-dimensional case, its stiffness matrix can be obtained as the submatrix of \( \bar{S} \) in (2.86). Let \( \bar{G} \) be a \((ny + 2)\) by \((nx + 2)\) matrix with \((j, i)\)-th entry as \( \bar{G}(j, i) = g(x_{i-1}, y_{j-1}) \), where
\[
g(x, y) = \begin{cases} 
0, & \text{if } (x, y) \in (0, 1) \times (0, 1), \\
g(x, y), & \text{if } (x, y) \in \partial \Omega.
\end{cases}
\]

In particular, \( \bar{G}(j + 1, i + 1) = 0 \) for \( j = 1, \cdots, ny, i = 1, \cdots, nx \). Let \( F \) be a matrix of size \( ny \times nx \) with \((j, i)\)-entry as \( F(j, i) = f(x_{i}, y_{j}) \) for \( i = 1, \cdots, nx; j = 1, \cdots, ny \). Then the scheme (2.53) becomes
\[
(\bar{I}_{x}^{T} \otimes \bar{I}_{y}^{T})\bar{S}(\bar{I}_{x} \otimes \bar{I}_{y})\text{vec}(U) = (W_{x} \otimes W_{y})\text{vec}(F) - (\bar{I}_{x}^{T} \otimes \bar{I}_{y}^{T})\bar{S}\text{vec}(\bar{G}).
\] (2.87)

Even though the stiffness matrix is given as \( S = (\bar{I}_{x}^{T} \otimes \bar{I}_{y}^{T})\bar{S}(\bar{I}_{x} \otimes \bar{I}_{y}) \), \( S \) should be implemented as a linear operator in iterative linear system solvers. For example, the matrix vector
multiplication \((\bar{I}_x \otimes \bar{I}_y)S_a^{11}(\bar{I}_x \otimes \bar{I}_y)vec(U)\) is equivalent to the following linear operator from \(\mathbb{R}^{ny \times nx}\) to \(\mathbb{R}^{ny \times nx}\):

\[
\frac{h_y}{h_x} \bar{I}_y \left\{ I_y \left( [\bar{W}_y A^{11} \bar{W}_x] \circ [I_y(\bar{I}_y U \bar{I}_x^T)D_x^T] \right) D_x + I_y \left( [\bar{W}_y A^{11} \bar{W}_x] \circ [I_y(\bar{I}_y U \bar{I}_x^T)E_x^T] \right) E_x \right\} \bar{I}_x,
\]

where \(\circ\) is the Hadamard product (i.e., entrywise multiplication).

### 2.9.4 The Laplacian case

For one-dimensional constant coefficient case with homogeneous Dirichlet boundary condition, the scheme can be written as a classical finite difference scheme \(Hu = f\) with

\[
H = M^{-1}S = \frac{1}{h^2} \begin{pmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & 0 \\
0 & -1 & 2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 2 & -1 & 0 & \cdots & 0
\end{pmatrix}
\]

In other words, if \(x_i\) is a cell center, the scheme is

\[
\frac{-u_{i-1} + 2u_i - u_{i+1}}{h^2} = f_i,
\]

and if \(x_i\) is a knot away from the boundary, the scheme is

\[
\frac{u_{i-2} - 8u_{i-1} + 14u_i - 8u_{i+1} + u_{i+2}}{4h^2} = f_i.
\]

It is straightforward to verify that the local truncation error is only second order.

For the two-dimensional Laplacian case homogeneous Dirichlet boundary condition, the scheme can be rewritten as

\[
(H_x \otimes I_y) + (I_x \otimes H_y)vec(U) = vec(F),
\]
where $H_x$ and $H_y$ are the same $H$ matrix above with size $n_x \times n_x$ and $n_y \times n_y$ respectively. The inverse of $(H_x \otimes I_y) + (I_x \otimes H_y)$ can be efficiently constructed via the eigen-decomposition of small matrices $H_x$ and $H_y$:

1. Compute eigen-decomposition of $H_x = T_x \Lambda_x T_x^{-1}$ and $H_y = T_y \Lambda_y T_y^{-1}$.

2. The properties of Kronecker product imply that

$$(H_x \otimes I_y) + (I_x \otimes H_y) = (T_x \otimes T_y)(\Lambda_x \otimes I_y + I_x \otimes \Lambda_y)(T_x^{-1} \otimes T_y^{-1}),$$

thus

$$[(H_x \otimes I_y) + (I_x \otimes H_y)]^{-1} = (T_x \otimes T_y)(\Lambda_x \otimes I_y + I_x \otimes \Lambda_y)^{-1}(T_x^{-1} \otimes T_y^{-1}).$$

3. It is nontrivial to determine whether $H$ is diagonalizable. In all our numerical tests, $H$ has no repeated eigenvalues. So if assuming $\Lambda_x$ and $\Lambda_y$ are diagonal matrices, the matrix vector multiplication $[(H_x \otimes I_y) + (I_x \otimes H_y)]^{-1}vec(F)$ can be implemented as a linear operator on $F$:

$$T_y([T_y^{-1}F(T_x^{-1})^T]/\Lambda)T_x^T,$$

(2.88)

where $\Lambda$ is a $n_y \times n_x$ matrix with $(i,j)$-th entry as $\Lambda(i,j) = \Lambda_y(i,i) + \Lambda_x(j,j)$ and $./$ denotes entry-wise division for two matrices of the same size.

For the 3D Laplacian, the matrix can be represented as $H_x \otimes I_y \otimes I_z + I_x \otimes H_y \otimes I_z + I_x \otimes I_y \otimes H_z$ thus can be efficiently inverted through eigen-decomposition of small matrices $H_x$, $H_y$ and $H_z$ as well.

Since the eigen-decomposition of small matrices $H_x$ and $H_y$ can be precomputed, and (2.88) costs only $O(n^3)$ for a 2D problem on a mesh size $n \times n$, in practice (2.88) can be used as a simple preconditioner in conjugate gradient solvers for the following linear system equivalent to (2.87):

$$(W_x^{-1} \otimes W_y^{-1})(\tilde{T}_x \otimes \tilde{T}_y)\tilde{S}(\tilde{I}_x \otimes \tilde{I}_y)vec(U) = vec(F) - (W_x^{-1} \otimes W_y^{-1})(\tilde{T}_x \otimes \tilde{T}_y)\tilde{S}vec(G),$$
even though the multigrid method as reviewed in [42] is the optimal solver in terms of computational complexity.

2.10 Numerical Results

In this section we show a few numerical tests verifying the accuracy of the scheme (2.53) for $k = 2$ implemented as a finite difference scheme on a uniform grid. We first consider the following two dimensional elliptic equation:

$$-\nabla \cdot (a \nabla u) + b \cdot \nabla u + cu = f \quad \text{on } [0, 1] \times [0, 2]$$

(2.89)

where $a = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}$, $a_{11} = 10 + 30y^5 + x \cos y + y$, $a_{12} = a_{21} = 2 + 0.5(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4 + y^3)$, $a_{22} = 10 + x^5$, $b = 0$, $c = 1 + x^4y^3$, with an exact solution $u(x, y) = 0.1(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4 + y^3)$.

Table 2.1. A 2D elliptic equation with Dirichlet boundary conditions. The first column is the number of regular cells in a finite element mesh. The second column is the number of grid points in a finite difference implementation, i.e., number of degree of freedoms.

<table>
<thead>
<tr>
<th>FEM Mesh</th>
<th>FD Grid</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>3 × 7</td>
<td>3.94E-2</td>
<td>-</td>
<td>7.15E-2</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>7 × 15</td>
<td>1.23E-2</td>
<td>1.67</td>
<td>3.28E-2</td>
<td>1.12</td>
</tr>
<tr>
<td>8 × 16</td>
<td>15 × 31</td>
<td>1.46E-3</td>
<td>3.08</td>
<td>5.42E-3</td>
<td>2.60</td>
</tr>
<tr>
<td>16 × 32</td>
<td>31 × 63</td>
<td>1.14E-4</td>
<td>3.68</td>
<td>3.96E-4</td>
<td>3.78</td>
</tr>
<tr>
<td>32 × 64</td>
<td>63 × 127</td>
<td>7.75E-6</td>
<td>3.88</td>
<td>2.62E-5</td>
<td>3.92</td>
</tr>
<tr>
<td>64 × 128</td>
<td>127 × 255</td>
<td>5.02E-7</td>
<td>3.95</td>
<td>1.73E-6</td>
<td>3.92</td>
</tr>
<tr>
<td>128 × 256</td>
<td>255 × 511</td>
<td>3.23E-8</td>
<td>3.96</td>
<td>1.13E-7</td>
<td>3.94</td>
</tr>
</tbody>
</table>

The errors at grid points are listed in Table 2.1 for purely Dirichlet boundary condition and Table 2.2 for purely Neumann boundary condition. We observe fourth order accuracy in the discrete 2-norm for both tests, even though only $O(h^{3.5})$ can be proven for Neumann boundary condition as discussed in Remark 2.6.5. Regarding the maximum norm of
Table 2.2. A 2D elliptic equation with Neumann boundary conditions.

<table>
<thead>
<tr>
<th>FEM Mesh</th>
<th>FD Grid</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>5 × 9</td>
<td>1.38E0</td>
<td>-</td>
<td>2.27E0</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>9 × 17</td>
<td>1.46E-1</td>
<td>3.24</td>
<td>2.52E-1</td>
<td>3.17</td>
</tr>
<tr>
<td>8 × 16</td>
<td>17 × 33</td>
<td>7.49E-3</td>
<td>4.28</td>
<td>1.64E-2</td>
<td>3.94</td>
</tr>
<tr>
<td>16 × 32</td>
<td>33 × 65</td>
<td>4.31E-4</td>
<td>4.12</td>
<td>1.02E-3</td>
<td>4.01</td>
</tr>
<tr>
<td>32 × 64</td>
<td>65 × 129</td>
<td>2.61E-5</td>
<td>4.04</td>
<td>7.47E-5</td>
<td>3.78</td>
</tr>
</tbody>
</table>

the superconvergence of the function values at Gauss-Lobatto points, one can only prove $O(h^3 \log h)$ even for the full finite element scheme (2.1) since discrete Green’s function is used, see [9].

Next we consider a three-dimensional problem $-\Delta u = f$ with homogeneous Dirichlet boundary conditions on a cube $[0,1]^3$ with the following exact solution

$$u(x, y, z) = \sin(\pi x) \sin(2\pi y) \sin(3\pi z) + (x - x^3)(y^2 - y^4)(z - z^2).$$

See Table 2.3 for the performance of the finite difference scheme. There is no essential difficulty to extend the proof to three dimensions, even though it is not very straightforward. Nonetheless we observe that the scheme is indeed fourth order accurate. The linear system is solved by the eigenvector method shown in Section 2.9.4. The discrete 2-norm over the set of all grid points $Z_0$ is defined as $\|u\|_{l^2(\Omega)} = \left[h^3 \sum_{(x,y,z) \in Z_0} |u(x,y,z)|^2\right]^{\frac{1}{2}}$.

Table 2.3. $-\Delta u = f$ in 3D with homogeneous Dirichlet boundary condition.

<table>
<thead>
<tr>
<th>Finite Difference Grid</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 × 7 × 7</td>
<td>1.51E-2</td>
<td>-</td>
<td>4.87E-2</td>
<td>-</td>
</tr>
<tr>
<td>15 × 15 × 15</td>
<td>9.23E-4</td>
<td>4.04</td>
<td>3.12E-3</td>
<td>3.96</td>
</tr>
<tr>
<td>31 × 31 × 31</td>
<td>5.68E-5</td>
<td>4.02</td>
<td>1.95E-4</td>
<td>4.00</td>
</tr>
<tr>
<td>63 × 63 × 63</td>
<td>3.54E-6</td>
<td>4.01</td>
<td>1.22E-5</td>
<td>4.00</td>
</tr>
<tr>
<td>127 × 127 × 127</td>
<td>2.21E-7</td>
<td>4.00</td>
<td>7.59E-7</td>
<td>4.00</td>
</tr>
</tbody>
</table>

Last we consider (2.89) with convection term and the coefficients $b$ is incompressible

$$\nabla \cdot b = 0: \quad a = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}, \quad a_{11} = 100 + 30y^5 + x \cos y + y, \quad a_{12} = a_{21} = 2 + 0.5(\sin(\pi x) + \sin(\pi y) + \sin(\pi z)).$$
\[ x^3(\sin(\pi y) + y^3) + \cos(x^4 + y^3), \quad a_{22} = 100 + x^5, \quad b = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}, \quad b_1 = \psi_y, \quad b_2 = -\psi_x, \quad \psi = x \exp(x^2 + y), \quad c = 1 + x^4y^3, \]

with an exact solution

\[ u(x, y) = 0.1(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4 + y^3). \]

The errors at grid points are listed in Table 2.4 for Dirichlet boundary conditions.

**Table 2.4.** A 2D elliptic equation with convection term and Dirichlet boundary conditions.

<table>
<thead>
<tr>
<th>FEM Mesh</th>
<th>FD Grid</th>
<th>( L^2 ) error</th>
<th>order</th>
<th>( L^\infty ) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 4</td>
<td>3 \times 7</td>
<td>1.26E-1</td>
<td>-</td>
<td>2.71E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 \times 8</td>
<td>7 \times 15</td>
<td>2.85E-2</td>
<td>2.15</td>
<td>9.70E-2</td>
<td>1.48</td>
</tr>
<tr>
<td>8 \times 16</td>
<td>15 \times 31</td>
<td>1.89E-3</td>
<td>3.92</td>
<td>7.25E-3</td>
<td>3.74</td>
</tr>
<tr>
<td>16 \times 32</td>
<td>31 \times 63</td>
<td>1.17E-4</td>
<td>4.01</td>
<td>4.01E-4</td>
<td>4.17</td>
</tr>
<tr>
<td>32 \times 64</td>
<td>63 \times 127</td>
<td>7.41E-6</td>
<td>3.98</td>
<td>2.54E-5</td>
<td>3.98</td>
</tr>
</tbody>
</table>

### 2.11 Concluding Remarks

In this chapter we have proven the superconvergence of function values in the simplest finite difference implementation of \( Q^k \) spectral element method for elliptic equations. In particular, for the case \( k = 2 \) the scheme (2.53) can be easily implemented as a fourth order accurate finite difference scheme as shown in Section 2.9. It provides only only an convenient approach for constructing fourth order accurate finite difference schemes but also the most efficient implementation of \( C^0-Q^k \) finite element method without losing superconvergence of function values. In the last section, we will show that discrete maximum principle can be proven for the scheme (2.53) in the case \( k = 2 \) when solving a variable coefficient Poisson equation.
3. ACCURACY OF SPECTRAL ELEMENT METHOD FOR WAVE, PARABOLIC AND SCHRÖDINGER EQUATIONS

3.1 Introduction

In this Chapter, we are actually extending the results in Chapter 2 to wave, parabolic and Schrödinger equations.

In recent years many such stable and high order accurate methods for wave equations have been developed. These include discontinuous Galerkin methods for first order hyperbolic systems [43]–[49] and wave equations in second order form [50]–[53], and finite differences with summation by parts operators [54]–[60], as well as spectral elements for wave equations [12], [13].

In this chapter we study the rates of convergence of the error, as measured in norms over nodes for all degree of freedoms, for the spectral element method applied to linear wave and parabolic, and Schrödinger equations.

To be precise, we consider the Lagrangian $Q_k$ ($k \geq 2$) continuous finite element method for solving linear evolution PDEs with a second order operator $\nabla \cdot (a(x) \nabla u)$ on rectangular meshes implemented by $(k+1)$-point Gauss-Lobatto quadrature for all integrals. This is often referred to as the spectral element method in the literature and this is the notation we will use here.

For the $Q_k$ spectral element method, it is well known that the standard finite element error estimates still hold [11], i.e., the error in $H^1$-norm is $k$-th order and the error in $L^2$-norm is $(k+1)$-th order. It is also well known that the Lagrangian $Q_k$ ($k \geq 2$) continuous finite element method is $(k+2)$-th order accurate in the discrete 2-norm over all $(k+1)$-point Gauss-Lobatto quadrature points [8]–[10]. If using a very accurate quadrature in the finite element method for a variable coefficient operator $\nabla \cdot (a(x) \nabla u)$, then $(k+2)$-th order superconvergence at Gauss-Lobatto points holds trivially. However, for the efficiency of having a diagonal mass matrix and for the convenience of implementation, the most popular method for wave equations is the simplest choice of quadrature, i.e. using $(k+1)$-point Gauss-Lobatto quadrature for $Q_k$ elements in all integrals for both mass and stiffness matrices. In
particular in the seismic community, where highly efficient simulation of the elastic wave equation is of important, the spectral method has become the method of choice, [12], [13].

When using this \((k+1)\)-point Gauss-Lobatto quadrature for Lagrangian \(Q^k\) finite element method, the quadrature nodes coincide with the nodes defining the degrees of freedom, and the resulting method becomes the so-called spectral element method. Thus the spectral element method can also be regarded as a finite difference scheme at all Gauss-Lobatto points. For instance, consider solving \(u_{tt} = u_{xx}\) on the interval \([0, 1]\) with homogeneous Dirichlet boundary conditions. Introduce the uniform grid \(0 = x_0 < x_1 < \cdots < x_N < x_{N+1} = 1\) with spacing \(h = 1/(N + 1)\) and \(N\) being odd. This grid gives a uniform partition of the interval \([0, 1]\) into uniform intervals \(I_k = [x_{2k}, x_{2k+2}]\) \((k = 0, \cdots, \frac{N-1}{2})\). Then all 3-point Gauss-Lobatto quadrature points for intervals \(I_k = [x_{2k}, x_{2k+2}]\) coincide with the grid points \(x_i\). The \(Q^2\) spectral element method on intervals \(I_k = [x_{2k}, x_{2k+2}]\) \((k = 0, \cdots, \frac{N-1}{2})\) is equivalent to the following semi-discrete finite difference scheme [61], [62]:

\[
\frac{d^2}{dt^2} u_i = \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2}, \quad \text{if } i \text{ is odd}; \tag{3.1a}
\]

\[
\frac{d^2}{dt^2} u_i = \frac{-u_{i-2} + 8u_{i-1} - 14u_i + 8u_{i+1} - u_{i+2}}{4h^2}, \quad \text{if } i \text{ is even}. \tag{3.1b}
\]

The truncation error of (3.1) is only second order yet the dispersion error is fourth order, see Section 11 in [61]. Although the dispersion error results can in principle be extended to any order, the derivation and expressions become increasingly cumbersome. Further the dispersion error results are limited to unbounded or periodic domains and do not produce error estimates in the form of a norm of the error. In fact, as we have shown in [62], it is nontrivial and requires new analysis tools to establish the \((k + 2)\)-th order superconvergence when \((k+1)\)-point Gauss-Lobatto quadrature is used. In [62], \((k + 2)\)-th order accuracy at all Gauss-Lobatto points of \(Q^k\) spectral element method was proven for elliptic equations with Dirichlet boundary conditions. In this chapter, we extend those results and will prove that the \(Q^k\) spectral element method is a \((k + 2)\)-th order accurate scheme for linear wave, parabolic and Schrödinger equations with Dirichlet boundary conditions. For Neumann boundary conditions, if \(a(x)\) is diagonal, i.e., there are no mixed second order derivatives
in $\nabla \cdot (a(x)\nabla u)$, $(k + 2)$-th order accuracy in discrete $2$-norm can be proven. When mixed second order derivatives are involved, only $(k + \frac{3}{2})$-th order can be proven for Neumann boundary conditions, and we indeed observe some order loss in numerical tests.

This chapter explains the order of accuracy of $Q^k$ spectral element method, when the errors are measured only at nodes of degree of freedoms. As mentioned above we consider the case of rectangular elements and a smooth coefficient $a(x)$ in the term $\nabla \cdot (a(x)\nabla u)$. We note that this does include discretizations on regular meshes of curvilinear domains that can be smoothly mapped to rectangular meshes for the unit cube, e.g., the spectral element method for $\Delta u$ on such a mesh for a curvilinear domain is equivalent to the spectral element method for $\nabla \cdot (a(x)\nabla u) + b(x) \cdot \nabla u$ on a reference uniform rectangular mesh where $a(x)$ and $b(x)$ emerge from the mapping between the curvilinear domain and the unit cube. It does however not include problems on unstructured quadrilateral meshes where the metric terms typically are non-smooth at element interfaces but we note that the numerical examples that we present indicate that such meshes may still exhibit larger rates than $k + 1$.

This chapter is organized as follows. In Section 3.2, we introduce notation and assumptions. In Section 3.3, we review a few standard quadrature estimates. In Section 3.4, the superconvergence of elliptic projection is analyzed, which is parallel to the classic error estimation for hyperbolic and parabolic equations by involving elliptic projection of the corresponding elliptic operator, see [63]–[65]. We then prove the main result for homogeneous Dirichlet boundary conditions in Section 3.5, for the second-order wave equation in Section 3.5.1, parabolic equations in Section 3.5.2 and linear Schrödinger equation in Section 3.5.3. Neumann boundary conditions can be discussed similarly as summarized in Section 3.5.4. For problems with nonhomogeneous Dirichlet boundary conditions, a convenient implementation which maintains the $(k + 2)$-th order of accuracy is given in Section 3.6. Numerical tests verifying the estimates are given in Section 3.7. Concluding remarks are given in Section 3.8.
3.2 Equations, Notation, And Assumptions

3.2.1 Problem Setup

Let $L$ be a linear second order differential operator with time dependent coefficients:

$$Lu = -\nabla \cdot (a(x, t) \nabla u) + b(x, t) \cdot \nabla u + c(x, t)u,$$

where $a(x, t) = (a_{ij}(x, t))$ is a positive symmetric definite operator for $t \in [0, T]$, i.e. there exists a constant $\alpha, \beta > 0$ such that $\alpha|\xi|^2 \leq \xi^T a(x, t)\xi \leq \beta|\xi|^2$, for all $(x, t) \in \Omega \times [0, T], \xi \in \mathbb{R}^n$.

Consider the following two initial-boundary value problems with smooth enough coefficients on a rectangular domain $\Omega = (0, 1) \times (0, 1)$ with its boundary $\partial \Omega$:

Given $0 < T < \infty$, find $u(x, t)$ on $\bar{\Omega} \times [0, T]$ satisfying

$$u_t = -Lu + f(x, t) \quad \text{in } \Omega \times (0, T],
\quad u(x, t) = 0 \quad \text{on } \partial \Omega \times [0, T],
\quad u(x, 0) = u_0(x) \quad \text{on } \Omega.$$  \hfill (3.2)

Given $0 < T < \infty$, find $u(x, t)$ on $\bar{\Omega} \times [0, T]$ satisfying

$$u_{tt} = -Lu + f(x, t) \quad \text{in } \Omega \times (0, T],
\quad u(x, t) = 0 \quad \text{on } \partial \Omega \times [0, T],
\quad u(x, 0) = u_0(x), \quad u_t(x, 0) = u_1(x) \quad \text{on } \Omega \times \{t = 0\}.$$  \hfill (3.3)

We use $A(\cdot)$ to denote the bilinear form: for $u, v \in H^1(\Omega),

$$A(u, v) = \int_{\Omega} \nabla u^T a(x, t) \nabla v + b(x, t) \cdot \nabla u + c(x, t)uv \, dx.$$  \hfill (3.4)

For convenience, we assume $\Omega_h$ is an uniform rectangular mesh for $\bar{\Omega}$ and $e = [x_e - h, x_e + h] \times [y_e - h, y_e + h]$ denotes any cell in $\Omega_h$ with cell center $(x_e, y_e)$. Though we only discuss uniform meshes, the main result can be easily extended to nonuniform rectangular meshes with smoothly varying cells. Let $Q^k(e) = \left\{ p(x, y) = \sum_{i=0}^{k} \sum_{j=0}^{k} p_{ij} x^i y^j, (x, y) \in e \right\}$, denote the
set of tensor product of polynomials of degree \( k \) on an element \( e \). Then we use \( V^h = \{ p(x, y) \in C^0(\Omega_h) : p|_e \in Q^k(e), \ \forall e \in \Omega_h \} \) to denote the continuous piecewise \( Q^k \) finite element space on \( \Omega_h \) and \( V_0^h = \{ v_h \in V^h : v_h|_{\partial \Omega} = 0 \} \). Further let \( (u, v) = \int_\Omega uv \, dx \) and let \( \langle \cdot , \cdot \rangle_h \) and \( A_h(\cdot , \cdot) \) denote approximation of the integrals by \((k + 1)\)-point Gauss-Lobatto quadrature for each spatial variable in each cell. Also, \( u^{(i)} \) will denote the \( i \)-th time derivative of the function \( u(x, t) \).

For the equations that we are interested in, assume the exact solution \( u(x, t) \in H_0^1(\Omega) \cap H^2(\Omega) \) for any \( t \), and define its discrete elliptic projection \( R_h u \in V_0^h \) as

\[
A_h(R_h u, v_h) = \langle -Lu, v_h \rangle_h, \quad \forall v_h \in V_0^h, \quad 0 \leq t \leq T. \tag{3.5}
\]

Also, let \( u_I \in V^h \) denote the piecewise Lagrangian \( Q^k \) interpolation polynomial of function \( u \) at \((k + 1) \times (k + 1)\) Gauss-Lobatto points in each rectangular cell.

We consider semi-discrete spectral element schemes whose initial conditions are defined by the elliptic projection and the Lagrange interpolant of the continuous initial data.

For problem (3.2) the scheme is to find \( u_h(x, t) \in V_0^h \) satisfying

\[
\langle u^{(1)}_h, v_h \rangle_h + A_h(u_h, v_h) = \langle f, v_h \rangle_h, \quad \forall v_h \in V_0^h, \\
u_h(0) = R_h u_0. \tag{3.6}
\]

We consider the semi-discrete spectral element scheme for problem (3.3) with special initial conditions: solve for \( u_h(t) \in V_0^h \) satisfying

\[
\langle u^{(2)}_h, v_h \rangle_h + A_h(u_h, v_h) = \langle f, v_h \rangle_h, \quad \forall v_h \in V_0^h, \\
u_h(0) = R_h u_0, \quad u_h^{(1)}(0) = (u_1)_I. \tag{3.7}
\]

### 3.2.2 Notation and basic tools

We will use the same notation as in Chapter 2, we may also need:
Let superscript \((i)\) denote \(i\)-th time derivatives for coefficients \(a, b,\) and \(c\). For the time dependent operators \(L\) and \(A\), the symbols \(L(i)\) and \(A(i)\) are defined as taking time derivatives only for coefficients:

\[
L(i)u = -\nabla \cdot (a^{(i)}\nabla u) + b^{(i)} \cdot \nabla u + c^{(i)}u,
\]

and

\[
A(i)(u, v) = \int_{\Omega} \nabla u^T a^{(i)} \nabla v + b^{(i)} \cdot \nabla u + c^{(i)}uv \, d\mathbf{x}.
\]

The symbol \(A_h(i)\) is similarly defined as taking time derivatives only for coefficients in \(A_h\). With this notation, for \(u(x, t)\) and time independent test function \(v(x)\), we have Leibniz rule

\[
(Lu)^{(m)} = \sum_{j=0}^{m} \binom{m}{j} L^{(m-j)}u^{(j)}, \quad [A(u, v)]^{(m)} = \sum_{j=0}^{m} \binom{m}{j} A^{(m-j)}(u^{(j)}, v).
\]

By integration by parts, it is straightforward to verify

\[
(L^{(m-j)}u^{(j)}, v) = A^{(m-j)}(u^{(j)}, v), \quad \forall v \in H^1_0(\Omega). \tag{3.8}
\]

### 3.2.3 Assumption on the coercivity and the elliptic regularity

For the operator \(A(u, v) := \int_{\Omega} \nabla u^T a \nabla v + (b \cdot \nabla u)v + cuv \, d\mathbf{x}\) where \(a = \left( \begin{array}{cc} a^{11} & a^{12} \\ a^{21} & a^{22} \end{array} \right)\) is positive definite and \(b = (b^1 \ b^2)\), assume the coefficients \(a_{ij}, b_j, c \in C_m([0, T]; W^{m_2, \infty}(\Omega))\) for \(m_1, m_2\) large enough. Thus for \(t \in [0, T]\), \(A(u, v) \leq C\|u\|_1\|v\|_1\) for any \(u, v \in H^1_0(\Omega)\).

As discussed in Chapter 2, if we assume \(\lambda_a\) has a positive lower bound and \(\nabla \cdot b \leq 2c\), where \(\lambda_a\) as the smallest eigenvalues of \(a\), the coercivity of the bilinear form can be easily achieved. For the \(V^h\)-ellipticity, as pointed out in Lemma 2.6.2 of Chapter 2, if \(4\lambda_a c > |b|^2\), for \(t \in [0, T]\),

\[
C\|v_h\|^2 \leq A_h(v_h, v_h), \quad \forall v_h \in V^h, \tag{3.9}
\]

99
can be proven. In the rest of this chapter, we assume coercivity for the bilinear forms $A$, $A^*$, and $A_h$. We assume the elliptic regularity $\|w\|_2 \leq C\|f\|_0$ holds for the exact dual problem of finding $w \in H^1_0(\Omega)$ satisfying $A^*(w,v) = (f,v)$, $\forall v \in H^1_0(\Omega)$. See [33], [34] for the elliptic regularity with Lipschitz continuous coefficients on a Lipschitz domain.

We remark that in the case of the wave equation we also assume finite speed of propagation i.e. that there is an upper bound on the eigenvalues of $a$.

### 3.3 Quadrature Error Estimates

For any continuous function $u(x,t_0)$ with fixed time $t_0$, its M-type projection (defined in Section 2.4 of Chapter 2) on spatial variables is a continuous piecewise $Q^k$ polynomial of $x$, denoted as $u_p(x,t_0) \in V^h$. The M-type projection was used to analyze superconvergence [9]. For $m \geq 0$, $(u_p)^{(m)} = (u^{(m)})_p^i$, thus there is no ambiguity to use the notation $u_p^{(m)}$. The M-type projection has the following properties.

For convenience, we write (2.29a) and (2.29b) and Theorem 2.3.9 as the follows respectively.

**Lemma 3.3.1.** For $i, j \geq 0$ and any fixed $t \in [0, T]$, assuming sufficiently smooth coefficients $a, b, c$ and function $u(x,t) \in H^{k+3}(\Omega)$, we have

\[
A_h^{(i)}((u - u_p)^{(j)}, v_h) = \begin{cases} 
O(h^{k+2})\|u^{(j)}(t)\|_{k+3}\|v_h\|_2, & \text{if } v_h \in V^h_0 \text{ or } a \text{ is diagonal;} \\
O(h^{k+3})\|u^{(j)}(t)\|_{k+3}\|v_h\|_2, & \text{otherwise.}
\end{cases} \tag{3.10}
\]

**Lemma 3.3.2.** For the differential operator $L$ and any fixed $t \in [0, T]$, assume $a_{ij}(x,t)$, $b_i(x,t), c(x,t) \in L^\infty([0, T]; W^{k+2,\infty}(\Omega))$ and $u(x,t) \in H^{k+3}(\Omega)$. For $k \geq 2$, we have

\[
A(u, v_h) - A_h(u, v_h) = \begin{cases} 
O(h^{k+2})\|u(t)\|_{k+3}\|v_h\|_2, & \text{if } v_h \in V^h_0 \text{ or } a \text{ is diagonal;} \\
O(h^{k+3})\|u(t)\|_{k+3}\|v_h\|_2, & \text{otherwise.}
\end{cases} \tag{3.11}
\]
Remark 3.3.3. There is half order loss in (3.10) and (3.11), only when using \( v \in V^h \) for non-diagonal \( a \), i.e., when solving second order equations containing mixed second order derivatives with Neumann boundary conditions.

We have the Gronwall’s inequality in integral form as follows:

**Lemma 3.3.4.** Let \( \xi(t) \) be continuous on \([0,T]\) and

\[
\xi(t) \leq C_1 \int_0^t \xi(s) ds + \alpha(t)
\]

for constant \( C_1 \geq 0 \) and \( \alpha(t) \geq 0 \) nonderecreasing in \( t \). Then \( \xi(t) \leq \alpha(t)e^{C_1 t} \) thus \( \xi(t) \leq \alpha(t)e^{C_1 T} = C\alpha(t) \) for all \( 0 \leq t \leq T \).

### 3.4 Error Estimates For The Elliptic Projection

Let \( u_h(x,t) \) denote the solution of the semi-discrete numerical scheme. Let \( e(x,t) = u_h(x,t) - u_p(x,t) \), then we can write

\[
e = \theta_h + \rho_h,
\]

where \( \theta_h := u_h - R_h u \in V_0^h \) and \( \rho_h := R_h u - u_p \in V_0^h \).

We have the following superconvergence result for \( \| \rho^{(m)}_h (t) \| \), \( m \geq 0 \), \( t \in [0,T] \).

**Lemma 3.4.1.** If \( a_{ij} \), \( b_j \), \( c \in C^m \left( [0,T]; W^{k+2,\infty}(\Omega) \right) \), \( u \in C^m \left( [0,T]; H^{k+4}(\Omega) \right) \), then we have

\[
\| \rho^{(m)}_h (t) \|_1 \leq C h^{k+1} \sum_{j=0}^m \left( \| u(j)(t) \|_{k+3} + \| (Lu)(j)(t) \|_{k+2} \right), \tag{3.12}
\]

\[
\| \rho^{(m)}_h \|_{L^2([0,T];L^2(\Omega))} \leq C h^{k+2} \sum_{j=0}^m \left( \| u(j) \|_{L^2([0,T];H^{k+3}(\Omega))} + \| (Lu)(j) \|_{L^2([0,T];H^{k+2}(\Omega))} \right), \tag{3.13}
\]

\[
\| \rho^{(m)}_h \|_{L^\infty([0,T];L^2(\Omega))} \leq C h^{k+2} \sum_{j=0}^m \left( \| u(j) \|_{L^\infty([0,T];H^{k+3}(\Omega))} + \| (Lu)(j) \|_{L^\infty([0,T];H^{k+2}(\Omega))} \right), \tag{3.14}
\]

where \( C \) is independent of \( h, u, f \), and time \( t \).
Proof. First we prove (3.12), with which we then prove (3.13) and (3.14) by the dual argument.

From the definition of the discrete elliptic projection (3.5) we have

\[ A_h(\rho_h, v_h) = \epsilon(v_h), \quad \forall v_h \in V_0^h. \]  

(3.15)

where

\[ \epsilon(v_h) = (Lu, v_h)_h - A_h(u_p, v_h). \]

Note that \( v_h \) is time independent. Taking \( m \) time derivatives of (3.15) yields

\[ (A_h(\rho_h, v_h))^{(m)} = \sum_{j=0}^{m} \binom{m}{j} A_h^{(m-j)}(\rho_h^{(j)}, v_h) = \epsilon^{(m)}(v_h). \]  

(3.16)

The term \( \epsilon^{(m)}(v_h) \) can be rewritten as follows:

\[
\epsilon^{(m)}(v_h) = ((Lu)^{(m)}, v_h)_h - (A_h(u_p, v_h))^{(m)} \\
= [(Lu)^{(m)}, v_h) - (A(u, v_h))^{(m)}] - [(Lu)^{(m)}, v_h) - ((Lu)^{(m)}, v_h)_h] \\
+ [(A(u, v_h))^{(m)} - (A_h(u, v_h))^{(m)}] + (A_h(u - u_p, v_h))^{(m)}.
\]

By Leibniz rule and (3.8), we have

\[ ((Lu)^{(m)}, v_h) - (A(u, v_h))^{(m)} = \sum_{j=0}^{m} \binom{m}{j} [(L^{(m-j)}u^{(j)}, v_h) - A^{(m-j)}(u^{(j)}, v_h)] = 0. \]

By Lemma 2.3.4,

\[ ((Lu)^{(m)}, v_h) - ((Lu)^{(m)}, v_h)_h = O(h^{k+2}) \| (Lu)^{(m)}(t) \|_{k+2} \| v_h \|_2. \]
By Leibniz rule and Lemma 3.3.2,

\[(A(u, v_h))^{(m)} - (A_h(u, v_h))^{(m)} = \sum_{j=0}^{m} \binom{m}{j} [A^{(m-j)}(u^{(j)}, v_h) - A_h^{(m-j)}(u^{(j)}, v_h)]\]

\[= \mathcal{O}(h^{k+2}) \sum_{j=0}^{m} \binom{m}{j} \|u^{(j)}(t)\|_{k+3}\|v_h\|_2.\]

Now, Lemma 3.3.1 implies

\[(A_h(u - u_p, v_h))^{(m)} = \sum_{j=0}^{m} \binom{m}{j} A_h^{(m-j)}((u - u_p)^{(j)}, v_h) = \mathcal{O}(h^{k+2}) \sum_{j=0}^{m} \binom{m}{j} \|u^{(j)}(t)\|_{k+3}\|v_h\|_2.\]

Thus we have

\[\epsilon^{(m)}(v_h) = \mathcal{O}(h^{k+2}) \left(\sum_{j=0}^{m} \|u^{(j)}(t)\|_{k+3} + \|(Lu)^{(m)}(t)\|_{k+2}\right)\|v_h\|_2. \quad (3.17)\]

For \(i \geq 0\), by the \(V_h\)-ellipticity (3.9), (3.16), and (3.17) we have

\[C\|\rho_h^{(i)}(t)\|^2 \leq A_h(\rho_h^{(i)}, \rho_h^{(i)})\]

\[= \sum_{j=0}^{i} \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \rho_h^{(i)}) - \sum_{j=0}^{i-1} \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \rho_h^{(i)})\]

\[= \epsilon^{(i)}(\rho_h^{(i)}) - \sum_{j=0}^{i-1} \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \rho_h^{(i)})\]

\[\leq \mathcal{O}(h^{k+1}) \left(\sum_{j=0}^{i} \|u^{(j)}\|_{k+3} + \|(Lu)^{(i)}\|_{k+2}\right) h\|\rho_h^{(i)}\|_2 + C \sum_{j=0}^{i-1} \|\rho_h^{(j)}(t)\|_1 \|\rho_h^{(i)}(t)\|_1\]

\[\leq \mathcal{O}(h^{k+1}) \left(\sum_{j=0}^{i} \|u^{(j)}\|_{k+3} + \|(Lu)^{(i)}\|_{k+2}\right) + C \sum_{j=0}^{i-1} \|\rho_h^{(j)}(t)\|_1 \|\rho_h^{(i)}(t)\|_1,\]

the last inequality follows from an application of an inverse estimate. Thus

\[\|\rho_h^{(i)}(t)\|_1 \leq \mathcal{O}(h^{k+1}) \left(\sum_{j=0}^{i} \|u^{(j)}\|_{k+3} + \|(Lu)^{(i)}\|_{k+2}\right) + C \sum_{j=0}^{i-1} \|\rho_h^{(j)}(t)\|_1. \quad (3.18)\]
Now (3.12) can be proven by induction as follows. First, set \( i = 0 \) in (3.18) to obtain (3.12) with \( m = 0 \). Second, assume (3.18) holds for \( m = i - 1 \), then (3.18) implies that (3.12) also holds for \( m = i \).

For fixed \( t \in [0,T] \), to estimate \( \rho_h^{(m)} \) in \( L^2 \)-norm, we consider the dual problem: find \( \phi_h \in V_0^h \) satisfying: for \( i \geq 0 \),

\[
A^*(\phi_h, v_h) = (\rho_h^{(i)}(t), v_h), \quad \forall v_h \in V_0^h.
\] (3.19)

Based on Theorem 5.3 in [62], by assuming the elliptic regularity and \( V^h \) ellipticity, problem (3.19) has a unique solution satisfying

\[
\|\phi_h\|_2 \leq C\|\rho_h^{(i)}(t)\|_0.
\] (3.20)

Take \( v_h = \rho_h^{(i)} \) in (3.19) then we have

\[
\|\rho_h^{(i)}(t)\|_0^2 \\
= A^*(\phi_h, \rho_h^{(i)}) = A(\rho_h^{(i)}, \phi_h) \\
= \sum_{j=0}^{i} \binom{i}{j} A^{(i-j)}(\rho_h^{(j)}, \phi_h) - \sum_{j=0}^{i-1} \binom{i}{j} A^{(i-j)}(\rho_h^{(j)}, \phi_h) \\
= \sum_{j=0}^{i} \binom{i}{j} \left( A_h^{(i-j)}(\rho_h^{(j)}, \phi_h) + E(\rho_h^{(j)}, (L^*)^{(i-j)}\phi_h) \right) - \sum_{j=0}^{i-1} \binom{i}{j} \left( \rho_h^{(j)}, (L^*)^{(i-j)}\phi_h \right).
\]

Note that \( \forall \chi \in V_0^h \), with (3.16) and (3.17),

\[
\sum_{j=0}^{i} \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \phi_h) \\
= \sum_{j=0}^{i} \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \phi_h - \chi) + \sum_{j=0}^{i} \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \chi) \\
= \sum_{j=0}^{i} \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \phi_h - \chi) + \epsilon^{(i)}(\chi)
\] (3.21)

\[
\leq C \sum_{j=0}^{i} \|\rho_h^{(j)}(t)\|_1 \|\phi_h - \chi\|_1 + O(h^{k+2}) \left( \sum_{j=0}^{i} \|u^{(j)}(t)\|_{k+3} + \|(L\nu)^{(i)}(t)\|_{k+2} \right) \|\chi\|_2.
\]
Let $\chi = \Pi_1 \phi_h$ where $\Pi_1$ is the $L^2$ projection to functions in the continuous piecewise $Q^1$ polynomial space, see [62]. Then we have $\|\phi_h - \chi\|_1 \leq C h \|\phi_h\|_2$ and $\|\chi\|_2 \leq C \|\phi_h\|_2$. Inserting (3.12) and (3.20) into (3.21), we have
\[
\sum_{j=0}^i \binom{i}{j} A_h^{(i-j)}(\rho_h^{(j)}, \phi_h) = O(h^{k+2}) \left( \sum_{j=0}^i (\|u^{(j)}(t)\|_{k+3} + \|(Lu)^{(i)}(t)\|_{k+2}) \right) \|\phi_h\|_2. \tag{3.22}
\]
Thus with (3.22), Lemma 3.3.2, and inverse inequality we have
\[
\|\rho_h^{(i)}(t)\|_0^2 \\
\leq O(h^{k+2}) \left( \sum_{j=0}^i (\|u^{(j)}(t)\|_{k+3} + \|(Lu)^{(i)}(t)\|_{k+2}) \right) \|\phi_h\|_2 \\
+ O(h^{k+2}) \sum_{j=0}^i \|\rho_h^{(j)}(t)\|_{k+2} \|\phi_h\|_2 + C \sum_{j=0}^{i-1} \|\rho_h^{(j)}(t)\|_0 \|\phi_h\|_2 \\
= \left[ O(h^{k+2}) \left( \sum_{j=0}^i (\|u^{(j)}\|_{k+3} + \|(Lu)^{(i)}\|_{k+2}) \right) + C \sum_{j=0}^{i-1} \|\rho_h^{(j)}(t)\|_0 \right] \|\phi_h\|_2 \\
\leq \left( O(h^{k+2}) \left( \sum_{j=0}^i (\|u^{(j)}\|_{k+3} + \|(Lu)^{(i)}\|_{k+2}) \right) + C \sum_{j=0}^{i-1} \|\rho_h^{(j)}(t)\|_0 \right) \|\rho_h^{(i)}(t)\|_0,
\tag{3.23}
\]
where (3.20) is applied in the last inequality.

With similar induction arguments as above, (3.23) implies
\[
\|\rho_h^{(i)}(t)\|_0 \leq O(h^{k+2}) \sum_{j=0}^i (\|u^{(j)}(t)\|_{k+3} + \|(Lu)^{(j)}(t)\|_{k+2}). \tag{3.24}
\]

Take square for both sides of (3.24) then integrate from 0 to $T$ and take square root for both sides, we can get (3.13). Take the maximum of the right hand side then the left hand side of (3.24) for $t \in [0, T]$, we can get (3.14).

### 3.5 Accuracy Of The Semi-discrete Schemes

Throughout this section the generic constant $C$ is independent of $h$. Although in principle it may depend on $t$ though the coefficients $a_{ij}(t)$, $b_j(t)$, $c(t)$, we also treat it as independent of time since its time dependent version can always be replaced by a time independent constant.
after taking maximum over the ime interval \([0, T]\). In what follows we will state and prove the main theorems for wave, parabolic and the Schrödinger equations.

### 3.5.1 The hyperbolic problem

The main result for the wave equation can be stated as the following theorem.

**Theorem 3.5.1.** If \(a_{ij}, b_j, c \in C^2 \left(\left[0, T\right]; W^{k+2, \infty}(\Omega)\right)\), \(u \in C^2 \left(\left[0, T\right]; H^{k+4}(\Omega)\right)\), then for the semi-discrete scheme (3.7) we have

\[
\|u_h - u\|_{L^2([0,T];L^2(\Omega))} \leq C h^{k+2} \left( \sum_{j=0}^{2} \left( \|u^{(j)}\|_{L^2([0,T];H^{k+3}(\Omega))} + \|(Lu)^{(j)}\|_{L^2([0,T];H^{k+2}(\Omega))} \right) + \| \theta^{(1)} \|_k + \| \rho^{(1)} \|_k \right),
\]

\[
\|u_h - u\|_{L^\infty([0,T];L^2(\Omega))} \leq C h^{k+2} \sum_{j=0}^{2} \left( \|u^{(j)}\|_{L^\infty([0,T];H^{k+3}(\Omega))} + \|(Lu)^{(j)}\|_{L^\infty([0,T];H^{k+2}(\Omega))} \right),
\]

where \(C\) is independent of \(t, h, u, \) and \(f\).

**Proof.** Note that for the numerical solution \(u_h\) we have

\[
\langle u_h^{(2)}, v_h \rangle_h + A_h(u_h, v_h) = \langle f, v_h \rangle_h, \quad \forall v_h \in V_0^h. \tag{3.25}
\]

The exact solution \(u\) satisfies \(u_{tt} = -Lu + f\) thus the elliptic projection (3.5) satisfies

\[
A_h(R_h u, v_h) = \langle u^{(2)} - f, v_h \rangle_h, \quad \forall v_h \in V_0^h.
\]

Subtracting the two equations above, we get \(\theta_h = u_h - R_h u\), which satisfies

\[
\langle \theta_h^{(2)}, v_h \rangle_h + A_h(\theta_h, v_h) = -\langle \rho_h^{(2)}, v_h \rangle_h + \langle u^{(2)} - u_p^{(2)}, v_h \rangle, \quad \forall v_h \in V_0^h. \tag{3.26}
\]

Note that

\[
\frac{d}{dt} A_h(\theta_h, \theta_h) = A_h^{(1)}(\theta_h, \theta_h) + 2A_h(\theta_h, \theta_h^{(1)}) - \langle \mathbf{b} \cdot \nabla \theta_h, \theta_h^{(1)} \rangle_h + \langle \mathbf{b} \cdot \nabla \theta_h^{(1)}, \theta_h \rangle_h. \tag{3.27}
\]
Thus by Lemma 2.3.7 and (2.6), we have

\[
\langle b \cdot \nabla \theta_h^{(1)}, \theta_h \rangle_h = (b \cdot \nabla \theta_h^{(1)}, \theta_h) + O(h^2)\|b\theta_h\|_2 \|
abla \theta_h^{(1)}\|_0 \\
\leq (b \cdot \nabla \theta_h^{(1)}, \theta_h) + C\|	heta_h^{(1)}\|_0\|\theta_h\|_1 \\
= (\nabla \cdot (b\theta_h), \theta_h^{(1)}) + C\|	heta_h^{(1)}\|_0\|\theta_h\|_1 \\
\leq C\|	heta_h^{(1)}\|_0\|\theta_h\|_1 \leq C\|	heta_h^{(1)}\|_2\|\theta_h\|_1, 
\]

(3.28)

where an inverse inequality was applied to the first inequality and integration by parts in \(\theta_h \in V_h^0\) yields the last equation.

Next we estimate \(\|\theta_h^{(1)}(s)\|_2^2 + \|\theta_h(s)\|_1^2\). Take \(v_h = \theta_h^{(1)}\) in (3.26) and integrate with respect to \(t\) from 0 to \(s\). With (3.27), we have

\[
\int_0^s \frac{d}{dt} \left( \frac{1}{2} \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h + \frac{1}{2} A_h(\theta_h, \theta_h) \right) dt \\
= \frac{1}{2} \int_0^s A_h^{(1)}(\theta_h, \theta_h) - \langle b \cdot \nabla \theta_h, \theta_h^{(1)} \rangle_h + \langle b \cdot \nabla \theta_h^{(1)}, \theta_h \rangle_h - 2\langle \rho_h^{(2)}, \theta_h^{(1)} \rangle_h + 2\langle u^{(2)} - u_p^{(2)}, \theta_h^{(1)} \rangle_h dt. 
\]

(3.29)

With \(\theta_h(0) = 0\) and (3.28), this implies

\[
\frac{1}{2} (\|\theta_h^{(1)}(s)\|_2^2 + A_h(\theta_h(s), \theta_h(s))) - \frac{1}{2} \|\theta_h^{(1)}(0)\|_2^2 \\
\leq C \int_0^s (\|\theta_h\|_1^2 + \|\theta_h^{(1)}\|_0\|\theta_h\|_1) dt + C \int_0^s \|\rho_h^{(2)}\|_0\|\theta_h^{(1)}\|_0 dt \\
+ C \int_0^s \|u^{(2)} - u_p^{(2)}\|_2\|\theta_h^{(1)}\|_0 dt \\
\leq C \int_0^s (\|\theta_h^{(1)}\|_2^2 + \|\theta_h\|_1^2) dt + C \int_0^s (\|\rho_h^{(2)}\|_0^2 + \|u^{(2)} - u_p^{(2)}\|_2^2) dt, 
\]

(3.30)

where Cauchy-Schwarz inequality was used in the last inequality.

Thus with (2.6), (3.9), and (3.30) we have

\[
\|\theta_h^{(1)}(s)\|_2^2 + \|\theta_h(s)\|_1^2 \leq C\|\theta_h^{(1)}(s)\|_2^2 + CA_h(\theta_h(s), \theta_h(s)) \\
\leq C\|\theta_h^{(1)}(0)\|_2^2 + C \int_0^s (\|\theta_h^{(1)}\|_2^2 + \|\theta_h\|_1^2) dt + C \int_0^s (\|\rho_h^{(2)}\|_0^2 + \|u^{(2)} - u_p^{(2)}\|_2^2) dt. 
\]

(3.31)
With the Gronwall inequality (3.3.4) we can eliminate the second term to find
\[
\|\theta_h^{(1)}(s)\|^2_0 + \|\theta_h(s)\|^2_1 \leq C\|\theta_h^{(1)}(0)\|^2_1 + C\int_0^s \|\rho_h^{(2)}\|^2_0 + \|u^{(2)} - u_p^{(2)}\|^2 dt.
\]

With (3.14) and Theorem 2.4.5 we have
\[
\|\theta_h^{(1)}(s)\|^2_0 + \|\theta_h(s)\|^2_1 \leq C\|\theta_h^{(1)}(0)\|^2_1 + \mathcal{O}(h^{2k+4})\int_0^s \sum_{j=0}^2 (\|u^{(j)}\|_{k+3} + \|(Lu)^{(j)}\|_{k+2})^2 dt,
\]
i.e.
\[
\|\theta_h^{(1)}(s)\|_0 + \|\theta_h(s)\|_1 \leq C\|\theta_h^{(1)}(0)\|_1 + \mathcal{O}(h^{k+2})\int_0^s \sum_{j=0}^2 (\|u^{(j)}\|_{k+3} + \|(Lu)^{(j)}\|_{k+2}) dt. \quad (3.32)
\]

To estimate \(\|\theta_h^{(1)}(0)\|_1\) we use Theorem 2.4.5, (3.14), and (2.6),
\[
\|\theta_h^{(1)}(0)\|_1 = \|(u_1)_I - (R_h u^{(1)}(0))\|_1,
\]
\[
= \|(u_1)_I - (u_1)_p + (u_1)_p - (R_h u^{(1)}(0))\|_1,
\]
\[
\leq \|(u_1)_I - (u_1)_p\|_1 + \|(u_1)_p - (R_h u^{(1)}(0))\|_1,
\]
\[
= \|(u_1 - (u_1)_p\|_1 + \|(u_1)_p - R_h(u^{(1)}(0))\|_1,
\]
\[
= \|(u_1 - (u_1)_p\|_1 + \|(u_1)_p - R_h(u_1)\|_1,
\]
\[
= \mathcal{O}(h^{k+2})(\|u_1\|_{k+3} + \|Lu_1\|_{k+2}).
\]

Then we have
\[
\|\theta_h^{(1)}\|_0 + \|\theta_h\|_1 \leq \mathcal{O}(h^{k+2}) \left( \|u_1\|_{k+3} + \|Lu_1\|_{k+2} + \int_0^s \sum_{j=0}^2 (\|u^{(j)}\|_{k+3} + \|(Lu)^{(j)}\|_{k+2}) dt \right). \quad (3.33)
\]

Now with (3.13), (3.14), and Theorem 2.4.5, the proof is concluded. \(\Box\)

3.5.2 The parabolic problem

We now present the main result for the parabolic problem.
Theorem 3.5.2. If \( a_{ij}, b_j, c \in C^1([0, T]; W^{k+1, \infty}(\Omega)), u \in C^1([0, T]; H^{k+4}(\Omega)) \), then for the semi-discrete scheme (3.6) we have

\[
\|u_h - u\|_{L^2([0,T];L^2(\Omega))} \leq C h^{k+2} \sum_{j=0}^{1} (\|u^{(j)}\|_{L^2([0,T];H^{k+3}(\Omega))} + \|(Lu)^{(j)}\|_{L^2([0,T];H^{k+2}(\Omega))}),
\]

\[
\|u_h - u\|_{L^\infty([0,T];L^2(\Omega))} \leq C h^{k+2} \sum_{j=0}^{1} (\|u^{(j)}\|_{L^\infty([0,T];H^{k+3}(\Omega))} + \|(Lu)^{(j)}\|_{L^\infty([0,T];H^{k+2}(\Omega))}),
\]

where \( C \) is independent of \( t, h, u, \) and \( f \).

Proof. By our semi-discrete numerical scheme (3.6) and the definition of the elliptic projection (3.5), we have

\[
\langle \theta_h^{(1)}, v_h \rangle_h + A_h(\theta_h, v_h) = -\langle \rho_h^{(1)}, v_h \rangle_h + \langle u^{(1)} - u_p^{(1)}, v_h \rangle, \quad \forall v_h \in V_0^h. \tag{3.34}
\]

Take \( v_h = \theta_h^{(1)} \) in (3.34) and integrate with respect to \( t \) from 0 to \( s \),

\[
\int_0^s \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h + \frac{1}{2} \frac{d}{dt} A_h(\theta_h, \theta_h) dt
\]

\[
= \frac{1}{2} \int_0^s A_h^{(1)}(\theta_h, \theta_h) - \langle b \cdot \nabla \theta_h, \theta_h^{(1)} \rangle_h + \langle b \cdot \nabla \theta_h^{(1)}, \theta_h \rangle_h - 2\langle \rho_h^{(1)}, \theta_h^{(1)} \rangle_h + 2\langle u^{(1)} - u_p^{(1)}, \theta_h^{(1)} \rangle_h dt. \tag{3.35}
\]

Note that \( \theta_h(0) = 0 \), then with (2.6), (3.28), and (3.35) we have

\[
\int_0^s \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h dt + \|\theta_h(s)\|_1^2 \leq \int_0^s \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h dt + CA_h(\theta_h(s), \theta_h(s))
\]

\[
\leq C \int_0^s \|\theta_h\|^2_1 dt + C \int_0^s \|\theta_h^{(1)}\|_1 \|\theta_h\|_1 dt + C \int_0^s \|\rho_h^{(1)}\|_2 \|\theta_h^{(1)}\|_2 dt
\]

\[
+ C \int_0^s \|u^{(1)} - u_p^{(1)}\|_1 \|\theta_h^{(1)}\|_2 dt
\]

\[
\leq C \int_0^s \|\theta_h\|^2_2 dt + \int_0^s \epsilon \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h + C \epsilon \|\theta_h\|^2_1 dt + \int_0^s \epsilon \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h + C \epsilon \|\rho_h^{(1)}\|^0_2 dt
\]

\[
+ \int_0^s \epsilon \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h + C \epsilon \|u^{(1)} - u_p^{(1)}\|^2_2 dt,
\]

where Cauchy-Schwartz inequality was applied in the last inequality. Thus we have

\[
(1 - 3\epsilon) \int_0^s \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h dt + \|\theta_h(s)\|_1^2 \leq C(1 + \frac{1}{4\epsilon}) \int_0^s \|\theta_h\|^2_1 dt + C \int_0^s \|\rho_h^{(1)}\|^2_2 dt + \frac{C}{4\epsilon} \int_0^s \|u^{(1)} - u_p^{(1)}\|^2_2 dt.
\]
Now take $\epsilon$ small enough to make $1 - 3\epsilon \geq \frac{1}{2}$ then

$$\frac{1}{2} \int_0^s \langle \theta_h^{(1)}(s), \theta_h^{(1)}(s) \rangle_h dt + \|\theta_h(s)\|_1^2 \leq C \int_0^s \|\rho_h^{(1)}\|_2^2 dt + C \int_0^s \|u^{(1)} - u_p^{(1)}\|_{L^2}^2 dt$$

$$+ C \int_0^s \left( \|\theta_h(t)\|_1^2 + \frac{1}{2} \int_0^t \langle \theta_h^{(1)}(\eta), \theta_h^{(1)}(\eta) \rangle_h d\eta \right) dt.$$  \hspace{1cm} (3.36)

Next, apply Gronwall’s inequality to eliminate the last term of the right hand side of (3.36) to find

$$\frac{1}{2} \int_0^s \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h dt + \|\theta_h\|_1^2 \leq C \int_0^s \|\rho_h^{(1)}\|_2^2 dt + C \int_0^s \|u^{(1)} - u_p^{(1)}\|_{L^2}^2 dt.$$

Using (3.13), (3.14), and Theorem 2.4.5 we have

$$\frac{1}{2} \int_0^s \langle \theta_h^{(1)}, \theta_h^{(1)} \rangle_h dt + \|\theta_h\|_1^2 \leq O(h^{k+2}) \int_0^s \sum_{j=0}^{1} (\|u^{(j)}\|_{k+3} + \|(Lu)^{(j)}\|_{k+2}) dt,$$

concluding the proof.

3.5.3 The linear Schrödinger equation

Consider the problem

$$\begin{cases}
iu_t = -\Delta u + Vu + f, & \text{in } \Omega \times [0, T], \\
u(x, t) = 0, & \text{on } \partial \Omega \times [0, T], \\
u(x, 0) = u_0(x), & \text{in } \Omega,
\end{cases}$$

(3.37)

where $\Omega \in \mathbb{R}^2$ is a rectangular domain, the functions $u_0(x), f(x, t),$ and the solution $u(x, t)$ are complex-valued while the potential function $V(x, t)$ is real-valued, non-negative, and bounded for all $(x, t) \in \Omega \times [0, T]$.

In this subsection we work with complex-valued functions and the definition of inner product and the induced norms are modified accordingly. For instance, for complex-valued $v, w \in L^2(\Omega)$, the inner product is defined as

$$(v, w) := \int_{\Omega} v \bar{w} dx.$$
We assume all the functions of the function spaces defined previously are complex-valued for this subsection, such as $H^k(\Omega), H^k_0(\Omega), V^h_0$, etc.

The variational form of (3.37) is: for $t \in [0, T]$, find $u(t) \in H^1_0(\Omega)$ satisfying:

$$\begin{cases}
i(u_t, v) - (\nabla u, \nabla v) - (Vu, v) = (f, v), & \forall v \in H^1_0(\Omega), \\
u(0) = u_0, & \forall v \in H^1_0(\Omega).
\end{cases}$$

(3.38)

The semi-discrete numerical scheme discretizing (3.38) is to find $u^h \in V^h_0$ satisfying

$$\begin{cases}
i(u^h_t, v^h) - (\nabla u^h, \nabla v^h) - (Vu^h, v^h) = (f, v^h), & \forall v^h \in V^h_0, \\
u^h(0) = (u_0)_I.
\end{cases}$$

(3.39)

and the elliptic projection $R^h u \in V^h_0$ is defined as

$$\langle \nabla R^h u, \nabla v^h \rangle + \langle Vu^h, v^h \rangle = \langle -\Delta u + Vu, v^h \rangle, \quad \forall v^h \in V^h_0.$$  

(3.40)

As in Section 3.4, we split the error into two parts

$$e = \theta^h + \rho^h,$$

where $\theta^h = u^h - R^h u \in V^h_0$ and $\rho^h = R^h u - u_p \in V^h_0$. The estimates for $\rho^{(m)}_h$, $m \geq 0$ from Lemma 3.4.1 are still valid.

**Theorem 3.5.3.** If $u \in C^1([0, T]; H^{k+4}(\Omega))$, then for the semi-discrete scheme (3.39) we have

$$
\|u^h - u\|_{L^2([0, T]; L^2(\Omega))} \leq C h^{k+2} \sum_{j=0}^1 (\|u^{(j)}\|_{L^2([0, T]; H^{k+3}(\Omega))} + \|(Lu)^{(j)}\|_{L^2([0, T]; H^{k+2}(\Omega))}),
$$

$$
\|u^h - u\|_{L^\infty([0, T]; L^2(\Omega))} \leq C h^{k+2} \sum_{j=0}^1 (\|u^{(j)}\|_{L^\infty([0, T]; H^{k+3}(\Omega))} + \|(Lu)^{(j)}\|_{L^\infty([0, T]; H^{k+2}(\Omega))}),
$$

where $C$ is independent of $t, h, u$, and $f$.  
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Proof. As in the parabolic case we start by estimating $\theta_h$.

\[
\langle \theta_h^{(1)}, v_h \rangle_h + i\langle \nabla \theta_h, \nabla v_h \rangle_h + i\langle V \theta_h, v_h \rangle_h = -\langle \rho_h^{(1)}, v_h \rangle_h + \langle u^{(1)} - u_p^{(1)}, v_h \rangle_h, \quad \forall v_h \in V_0^h. \tag{3.41}
\]

Taking $v_h = \theta_h$ in (3.41) and taking real part,

\[
\frac{d}{dt}\|\theta_h\|^2_{L^2(\Omega)} = \frac{d}{dt}\langle \theta_h, \theta_h \rangle_h = 2\text{Re}\left( -\langle \rho_h^{(1)}, \theta_h \rangle_h + \langle u^{(1)} - u_p^{(1)}, \theta_h \rangle_h \right) \\
\leq 2\left( \|\rho_h^{(1)}\|_{L^2(\Omega)} + \|u^{(1)} - u_p^{(1)}\|_{L^2(\Omega)} \right) \|\theta_h\|_{L^2(\Omega)}.
\]

Since \( \frac{d}{dt}\|\theta_h\|^2_{L^2(\Omega)} = 2\|\theta_h\|_{L^2(\Omega)} \frac{d}{dt}\|\theta_h\|_{L^2(\Omega)} \), it implies

\[
\frac{d}{dt}\|\theta_h\|_{L^2(\Omega)} \leq \|\rho_h^{(1)}\|_{L^2(\Omega)} + \|u^{(1)} - u_p^{(1)}\|_{L^2(\Omega)}.
\]

Upon integrating this inequality with respect to $t$ from 0 to $s$ we have

\[
\|\theta_h(s)\|_{L^2(\Omega)} \leq \|\theta_h(0)\|_{L^2(\Omega)} + \int_0^s (\|\rho_h^{(1)}\|_{L^2(\Omega)} + \|u^{(1)} - u_p^{(1)}\|_{L^2(\Omega)}) dt.
\]

Now, using Theorem 2.4.5, (3.14), and (2.6) we have

\[
\|\theta_h(0)\|_{L^2} = \|u_0\|_I - (R_h u)(0)\|_{L^2} \\
= \|u_0\|_I - (u_0)_p + (u_0)_p - (R_h u)(0)\|_{L^2} \\
\leq \|u_0\|_I - (u_0)_p\|_{L^2} + \|(u_0)_p - (R_h u)(0)\|_{L^2} \\
= \|u_0 - (u_0)_p\|_{L^2} + \|(u_0)_p - R_h u_0\|_{L^2} \\
= O(h^{k+2})(\|u_0\|_{k+3} + \|Lu_0\|_{k+2}).
\]

With this result in concert with (3.13), (3.14), and Theorem 2.4.5 we note

\[
\|\theta_h(s)\|_{L^2(\Omega)} \leq O(h^{k+2}) \left( \|u_0\|_{k+3} + \|Lu_0\|_{k+2} + \int_0^s \sum_{j=0}^1 (\|u^{(j)}\|_{k+3} + \|(Lu)^{(j)}\|_{k+2}) dt \right).
\]

Together with (3.13), (3.14), and Theorem 2.4.5, proof is concluded. \qed
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3.5.4 Neumann boundary conditions and $\ell^\infty$-norm estimate

For Neumann type boundary conditions, due to Lemma 3.3.1 and Lemma 3.3.2, in general we can only prove $(k + \frac{3}{2})$-th order accuracy for the hyperbolic equation, parabolic equation, and linear Schrödinger equation. As explained in Remark 3.3.3, the half order loss happens for Neumann boundary condition only when the second order operator coefficient $a$ is not diagonal, e.g., when the PDE contains second order mixed derivatives. If $a$ is diagonal, then all results of $(k + 2)$-th order in $\ell^2$ norm in this Section can be easily extended to the Neumann boundary conditions.

For Lagrangian $Q^k$ finite element method without any quadrature solving the elliptic equation with Dirichlet boundary conditions, the best superconvergence order in max norm of function values at Gauss-Lobatto that one can prove is $O(|\log h|h^{k+2})$ in two dimensions, see [62] and references therein. Thus we do not expect better results can be proven in the $Q^k$ spectral element method in $\ell^\infty$ norm over all nodes of degree of freedoms.

3.6 Implementation For Nonhomogeneous Dirichlet Boundary Conditions

Consider the hyperbolic problem on $\Omega = (0, 1)^2$ with compatible nonhomogeneous Dirichlet boundary condition and initial value

$$
\begin{align*}
\frac{\partial^2 u}{\partial t^2} &= -Lu + f(x, t) & \text{in } \Omega \times (0, T], \\
u(x, t) &= g & \text{on } \partial \Omega \times [0, T], \\
u(x, 0) &= u_0(x), \quad \nu_t(x, 0) = u_1(x) & \text{on } \Omega \times \{t = 0\}.
\end{align*}

(3.42)
$$

As in [62], [66], by abusing notation, we define

$$
g(x, y, t) = \begin{cases} 
0, & \text{if } (x, y) \in (0, 1) \times (0, 1), \\
g(x, y, t), & \text{if } (x, y) \in \partial \Omega,
\end{cases}
$$

and define $g_I \in V^h$ as the $Q^k$ Lagrange interpolation at $(k + 1) \times (k + 1)$ Gauss-Lobatto points for each cell on $\Omega$ of $g(x, y, t)$. Namely, $g_I \in V^h$ is the piecewise $Q^k$ interpolant of
Along $\partial \Omega$ at the boundary grid points and $g_I = 0$ at the interior grid points. Then the semi-discrete scheme for problem (3.42) is as follows: for $t \in [0, T]$, find $\tilde{u}_h \in V_0^h$ such that

$$
\langle \tilde{u}_h^{(2)}, v_h \rangle_h + A_h(\tilde{u}_h, v_h) = \langle f, v_h \rangle_h - A_h(g_I, v_h), \quad \forall v_h \in V_0^h,
$$

$$
\tilde{u}_h(0) = R_h u_0, \quad \tilde{u}_h^{(1)}(0) = (u_1)_I.
$$

Then

$$
u_h := \tilde{u}_h + g_I ,
$$

is the desired numerical solution. Notice that $u_h$ and $\tilde{u}_h$ are the same at all interior grid points.

For the initial value of numerical solution, instead of using discrete elliptic projection, we can also use $\tilde{u}_h(0) = u(x, y, 0)_I$ in (3.43) where $u(x, y, 0)_I$ is the piecewise Lagrangian $Q^k$ interpolation of $u(x, y, 0)$. In all numerical tests in Section 3.7, $(k+2)$-th order accuracy is still observed for the initial condition $\tilde{u}_h(0) = u(x, y, 0)_I$.

The treatment for nonhomogeneous Dirichlet boundary condition above can be extended naturally to the parabolic equation and linear Schrödinger equation,

Remark 3.6.1. For the $(k+2)$-th order accuracy of the scheme (3.43), it can be shown analogously as in [62], and in Section 3.4 and Section 3.5 by defining discrete elliptic projection as

$$
R_h u := \tilde{R}_h u + g_I ,
$$

where $\tilde{R}_h u \in V_0^h$ satisfying

$$
A_h(\tilde{R}_h u, v_h) = \langle -L u, v_h \rangle_h - A_h(g_I, v_h), \quad \forall v_h \in V_0^h, \quad 0 \leq t \leq T.
$$

3.7 Numerical Examples

In this section we present numerical examples for the wave equation, a parabolic equation and the Schrödinger equation.
3.7.1 Numerical examples for the wave equation

Timestepping

After semidiscretization the method (3.7) can be written as

\[ \frac{d^2 u_h}{dt^2} = Q u_h, \]

where \( u_h \) is a vector containing all the degrees of freedom and \( Q \) is a matrix. To evolve in time we expand the approximate solution around \( t + \Delta \) and \( t - \Delta t \)

\[ u_h(t + \Delta t) + u_h(t - \Delta t) = 2u_h(t) + \Delta \frac{d^2 u_h(t)}{dt^2} + \frac{\Delta t^4}{12} \frac{d^4 u_h(t)}{dt^4} + \frac{\Delta t^6}{360} \frac{d^6 u_h(t)}{dt^6} + O(\Delta t^8). \]

Replacing the even time derivatives with applications of the matrix \( Q \) we obtain, for example, a 6th order accurate explicit temporal approximation

\[ u_h(t + \Delta t) + u_h(t - \Delta t) = 2u_h(t) + \Delta \frac{d^2 u_h(t)}{dt^2} + \frac{\Delta t^4}{12} Q^2 u_h(t) + \frac{\Delta t^6}{360} Q^6 u_h(t). \]

Standing mode with Dirichlet conditions

In this experiment we solve the the wave equation \( u_{tt} = u_{xx} + u_{yy} \) with homogenous Dirichlet boundary conditions in the square domain \((x, y) \in [-\pi, \pi]^2\). We take the initial data to be

\[ u(x, y, 0) = \sin(x) \sin(y), \quad u_t(x, y, 0) = 0, \]

which results in the exact standing mode solution

\[ u(x, y, 0) = \sin(x) \sin(y) \cos(\sqrt{2}t). \]

We consider the two cases \( k = 2 \) and \( k = 4 \) and discretize on three different sequences of grids. The first sequence contains only plain Cartesian of increasing refinement. The second sequence consists of the same grids as in the Cartesian sequence but with all the interior
nodes perturbed by a two dimensional uniform random variable with each component drawn from \([-h/4, h/4]\). The nodes of the third sequence are

\[
(x, y) = (\xi + 0.1 \sin(\xi) \sin(\eta), \eta + 0.1 \sin(\eta) \sin(\xi)), \quad (\xi, \eta) = [-\pi, \pi]^2,
\]

and this is refined in the same ways as the Cartesian sequence. Typical examples of the grids are displayed in Figure 3.1. Even though the equation contains no coefficients, variable coefficients are still involved for the second and the third sequences of grids. The variable coefficients are induced by the geometric transformations of the elements in the mesh to a reference rectangle element. However, on a randomly perturbed grid, the variable coefficients are not smooth across cell interfaces. The variable coefficients are smooth in a smoothly perturbed grid.

![Randomly perturbed grid](image1)
![Smoothly perturbed grid](image2)

**Figure 3.1.** Two typical grids used in the numerical examples in Section 3.7.1 and 3.7.1.
Figure 3.2. Dirichlet problem in a square. Errors measured in the $l^2$ and the $l^\infty$ norms for the three different sequences of grids. The top row is for $k = 2$ and the bottom row is for $k = 4$.

We evolve the numerical solution until time 5 by the time stepping discussed in Section 3.7.1 of order of accuracy 4 when $k = 2$ and 6 when $k = 4$. To get clean measurements of the error we report the time integrated errors

$$\left( \int_0^5 \|u(\cdot, t) - u_h(\cdot, t)\|_{l^2}^2 \, dt \right)^{\frac{1}{2}}, \quad \int_0^5 \|u(\cdot, t) - u_h(\cdot, t)\|_{l^\infty} \, dt,$$

for the spatial $l^2$ and $l^\infty$ errors respectively.

The results are displayed in Figure 3.2. Note that here and in the rest of this section the solid lines in the figures are the computed errors, using many different grid sizes, and the symbols are indicating the slopes or rates of convergence of the curves. The Cartesian grids
and smoothly perturbed grids satisfy the assumptions of the theory developed in this chapter while the second sequence of randomly perturbed grids does not. The results confirm the theoretical predictions for smooth variable coefficients as the rate of convergence is $k + 2$ for the $l^2$-norm in the cases of the Cartesian meshes and the smoothly perturbed meshes. We also observe the rate $k + 2$ in the $l^\infty$-norm for these cases. For the non-smooth variable coefficients resulting from the randomly perturbed grid, which not covered by our theory, we see a rate of convergence of $k + 1$ in the $l^2$-norm.

**Standing mode in a sector of an annulus with Dirichlet conditions**

![Graphs showing L2 and Max-error rates for different grids and coefficients](image)

**Figure 3.3.** Dirichlet problem in an annular sector. Errors measured in the $l^2$ and the $l^\infty$ norms for the three different sequences of grids. The top row is for $k = 2$ and the bottom row is for $k = 4$. These results are for the annular problem with homogenous Dirichlet boundary conditions.
In this experiment we solve the wave equation \( u_{tt} = u_{xx} + u_{yy} \) and with homogenous Dirichlet boundary conditions. The computational domain is the first quadrant of the annular region between two circles with radii \( r_i = 7.58834243450380438 \) and \( r_o = 14.37253667161758967 \), i.e. the domain is described by \((x, y) = (r \cos \theta, r \sin \theta)\) where \( r_i \leq r \leq r_o, \quad 0 \leq \theta \leq \pi/2 \).

On this domain the standing mode

\[
u(r, \theta, t) = J_4(r) \sin(4\theta) \cos(t),
\]

is an exact solution and we use this solution to specify the initial conditions and to compute errors.

We consider the two cases \( k = 2 \) and \( k = 4 \) and discretize on three different sequences of grids. The first sequence uses a straight sided approximation of the annulus and all internal elements are quadrilaterals with straight sides. The second sequence uses curvilinear elements throughout the domain and all internal element boundaries conform with the polar coordinate transformation. After the smooth mapping to the unit square, smooth variable coefficients emerge due to the geometric terms. The metric terms are approximated with numerical differentiation using the values at the quadrature points. The third sequence is the same as the second sequence but all the internal element edges are straight. The meshes in the last sequence are likely close to those that would be provided by most grid generators.

We evolve the numerical solution until time 1 by the time stepping discussed in Section 3.7.1 of order of accuracy 4 when \( k = 2 \) and 6 when \( k = 4 \). Again, to get clean measurements of the error we report the time integrated errors

\[
\left( \int_0^1 \| u(\cdot, t) - u_h(\cdot, t) \|_2^2 \, dt \right)^{1/2}, \quad \int_0^1 \| u(\cdot, t) - u_h(\cdot, t) \|_\infty \, dt,
\]

for the spatial \( l^2 \) and \( l^\infty \) errors respectively.
The results are displayed in Figure 3.3. Here, as expected, we only observe second order accuracy independent of $k$ for the non-geometry-conforming meshes. We observe a convergence at the rate of $k+2$ in both the $l^2$-norm and $l^\infty$-norm for the geometry-conforming meshes. The true curvilinear grids are covered by our theory since the variable coefficients due to the geometric transformation are smooth. For the third sequence of grids, since internal edges are straightsided, the variable coefficients from the geometric transformation are not smooth across edges thus this configuration is not covered by our theory. Nonetheless, its convergence rate is still $k + 2$.

Standing mode with Neumann conditions

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.4.png}
\caption{Neumann square problem. Errors measured in the $l^2$ and the $l^\infty$ norms for the three different sequences of grids. The top row is for $k = 2$ and the bottom row is for $k = 4$.}
\end{figure}
In this experiment we approximate the solution to the wave equation $u_{tt} = u_{xx} + u_{yy}$ in the square domain $(x, y) \in [-\pi, \pi]^2$. Then with homogenous Neumann boundary conditions and initial data

$$u(x, y, 0) = \cos(x) \cos(y), \quad u_t(x, y, 0) = 0,$$

the exact standing mode solution is

$$u(x, y, 0) = \cos(x) \cos(y) \cos(\sqrt{2}t).$$

We consider the two cases $k = 2$ and $k = 4$ and discretize on the same three sequences of grids as those used in §3.7.1. We evolve the numerical solution until time 5 as above and we report the time integrated errors as above.

The results are displayed in Figure 3.4. For the Cartesian mesh we observe a rate of convergence $k + 2$ in the $l^2$-norm, confirming our theory. For the smoothly perturbed grids, which corresponds to smooth variable coefficients resulting in mixed second order derivatives on the reference rectangular mesh, the rate in the $l^2$-norm appears to be $k + 5/3$. As explained in Section 3.5.4, only $(k + \frac{3}{2})$-th order can be proven when both mixed second order derivatives and Neumann boundary conditions are involved. As in the Dirichlet case, the randomly perturbed grid yields rates of convergence $k + 1$ in both norms.

**Standing mode in a sector of an annulus with Neumann conditions**

In this experiment we solve the the wave equation $u_{tt} = u_{xx} + u_{yy}$ with homogenous Neumann boundary conditions. The computational domain is again the first quadrant of the annular region between two circles, now with radii $r_1 = 5.31755312608399$ and $r_o = 9.28239628524161$, to satisfy the boundary conditions. On this domain the standing mode

$$u(r, \theta, t) = J_4(r) \cos(4\theta) \cos(t),$$

is an exact solution and we use this solution to specify the initial conditions and to compute errors.
As in the previous examples we consider the two cases $k = 2$ and $k = 4$ and discretize on the same three different sequences of grids as was used in the Dirichlet example above. We evolve the numerical solution until time 1 in the same way as above and we report the time integrated errors.

The results are displayed in Figure 3.5. Here, the only grid satisfying our assumptions is the true curvilinear grid. For this case, the problem is equivalent to solving a variable coefficient problem $u_{tt} = u_{rr} + \frac{1}{r^2} u_{\theta \theta} + \frac{1}{r} u_r$ on rectangular meshes for polar coordinates $(r, \theta) \in [r_i, r_o] \times [0, \frac{\pi}{2}]$. Since there are no mixed second order derivatives, by our theory as explained in Section 3.5.4, $(k + 2)$-th order in the $\ell^2$-norm can still be proven. We can see that the rate for the true curvilinear grid is indeed $k + 2$ in $\ell^2$-norm, confirming our theory for Neumann boundary conditions.

### 3.7.2 Numerical tests for the parabolic equation

For problem (3.2) on the domain $\Omega = (0, \pi)^2$, we set $a = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}$ with $a_{11} = \left(\frac{3}{4} + \frac{1}{4} \sin(t)\right) (1 + y + y^2 + x \cos y)$, $a_{12} = a_{21} = \left(\frac{3}{4} + \frac{1}{4} \sin(t)\right) \left(1 + \frac{1}{2}(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4)\right)$, $a_{22} = \left(\frac{3}{4} + \frac{1}{4} \sin(t)\right) (1 + x^2)$, $b = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}$ with $b_1 = \left(\frac{3}{4} + \frac{1}{4} \sin(t)\right) \left(\frac{1}{2} + x\right)$, $b_2 = \left(\frac{3}{4} + \frac{1}{4} \sin(t)\right) \left(\frac{1}{2} - y\right)$, and $c = \left(\frac{3}{4} + \frac{1}{4} \sin(t)\right) (10 + x^4 y^3)$. For time discretization in (3.6), we use the third order backward differentiation formula (BDF) method. Let $u(x, y, t) = \left(\frac{3}{4} + \frac{1}{4} \sin(t)\right)(- \sin(y) \cos(y) \sin(x)^2)$ and we use a potential function $f$ so that $u$ is the exact solution. The time step is set as $\Delta t = \min\left(\frac{\Delta x}{10 b_M}, \frac{\Delta x}{10 b_M}, \frac{\Delta t}{10}\right)$, where $b_M = \max_{x \in \Omega, i = 1, 2} |b_i(0, x)|$ and $f_M = \max_{x \in \Omega} |f(0, x)|$. The errors at time $T = 0.1$ are listed in Table 3.1, in which we observe order around $k + 2$ for the $\ell^2$-norm.

### 3.7.3 Numerical tests for the linear Schrödinger equation

For problem (3.37) on the domain $(0, 2)^2$, a fourth-order explicit Adams-Bashforth as time discretization for (3.39). The solution and potential functions are as follows: $u(x, y, t) = \frac{1}{22}$
Figure 3.5. Neumann annular sector problem. Errors measured in the $l^2$ and the $l^\infty$ norms for the three different sequences of grids. The top row is for $k = 2$ and the bottom row is for $k = 4$. These results are for the annular problem with homogenous Neumann conditions.

$$e^{-it}e^{-\frac{x^2+y^2}{2}}, \quad V(x,y) = \frac{x^2+y^2}{2}, \quad \text{and} \quad f(x,y,t) = 0.$$ The time step is set as $\Delta t = \frac{\Delta x^2}{500}$. Errors at time $T = 0.5$ are listed in Table 3.2, in which we observe order near $k + 2$ for the $l^2$-norm.

### 3.8 Concluding Remarks

We have proven that the $Q^k$ ($k \geq 2$) spectral element method, when regarded as a finite difference scheme, is a $(k + 2)$-th order accurate scheme in the discrete 2-norm for linear hyperbolic, parabolic and Schrödinger equations with Dirichlet boundary conditions, under smoothness assumptions of the exact solution and the differential operator coefficients. The same result holds for Neumann boundary conditions when there are no mixed second order
Table 3.1. A two-dimensional parabolic equation with Dirichlet boundary conditions.

<table>
<thead>
<tr>
<th>$Q^k$ polynomial</th>
<th>SEM Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 × 4</td>
<td>8.34E-3</td>
<td>-</td>
<td>4.57E-3</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8 × 8</td>
<td>6.59E-4</td>
<td>3.66</td>
<td>3.16E-4</td>
<td>3.85</td>
<td></td>
</tr>
<tr>
<td>16 × 16</td>
<td>4.52E-5</td>
<td>3.86</td>
<td>2.36E-5</td>
<td>3.74</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>2.91E-6</td>
<td>3.96</td>
<td>1.53E-6</td>
<td>3.94</td>
<td></td>
</tr>
<tr>
<td>$k = 3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 × 4</td>
<td>5.88E-4</td>
<td>-</td>
<td>1.71E-4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8 × 8</td>
<td>2.24E-5</td>
<td>4.71</td>
<td>7.56E-6</td>
<td>4.50</td>
<td></td>
</tr>
<tr>
<td>16 × 16</td>
<td>7.49E-7</td>
<td>4.90</td>
<td>2.52E-7</td>
<td>4.91</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>2.38E-8</td>
<td>4.97</td>
<td>8.06E-9</td>
<td>4.96</td>
<td></td>
</tr>
<tr>
<td>$k = 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 × 4</td>
<td>4.26E-5</td>
<td>-</td>
<td>1.16E-5</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8 × 8</td>
<td>7.62E-7</td>
<td>5.81</td>
<td>2.34E-7</td>
<td>5.63</td>
<td></td>
</tr>
<tr>
<td>16 × 16</td>
<td>1.26E-8</td>
<td>5.92</td>
<td>4.12E-9</td>
<td>5.83</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>2.00E-10</td>
<td>5.98</td>
<td>6.68E-11</td>
<td>5.95</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2. A two-dimensional linear Schrödinger equation with Dirichlet boundary conditions.

<table>
<thead>
<tr>
<th>$Q^k$ polynomial</th>
<th>SEM Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 × 4</td>
<td>9.98E-4</td>
<td>-</td>
<td>6.36E-4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8 × 8</td>
<td>6.65E-5</td>
<td>3.91</td>
<td>4.01E-5</td>
<td>3.99</td>
<td></td>
</tr>
<tr>
<td>16 × 16</td>
<td>4.10E-6</td>
<td>4.02</td>
<td>2.77E-6</td>
<td>3.85</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>2.53E-7</td>
<td>4.02</td>
<td>1.79E-7</td>
<td>3.89</td>
<td></td>
</tr>
<tr>
<td>$k = 3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 × 4</td>
<td>4.06E-5</td>
<td>-</td>
<td>2.12E-5</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8 × 8</td>
<td>1.12E-6</td>
<td>5.18</td>
<td>5.56E-7</td>
<td>5.26</td>
<td></td>
</tr>
<tr>
<td>16 × 16</td>
<td>3.22E-8</td>
<td>5.12</td>
<td>1.75E-8</td>
<td>4.99</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>1.05E-9</td>
<td>4.94</td>
<td>5.33E-10</td>
<td>5.04</td>
<td></td>
</tr>
<tr>
<td>$k = 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 × 4</td>
<td>1.61E-6</td>
<td>-</td>
<td>5.86E-7</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8 × 8</td>
<td>2.65E-8</td>
<td>5.92</td>
<td>9.93E-9</td>
<td>5.88</td>
<td></td>
</tr>
<tr>
<td>16 × 16</td>
<td>3.95E-10</td>
<td>6.07</td>
<td>1.66E-10</td>
<td>5.90</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>5.30E-12</td>
<td>6.22</td>
<td>2.66E-12</td>
<td>5.97</td>
<td></td>
</tr>
</tbody>
</table>

derivatives. This explains the observed order of accuracy when the errors of the spectral element method are only measured at nodes of degree of freedoms.
4. SUPERCONVERGENCE OF $C^0$-$Q^k$ FINITE ELEMENT METHOD FOR ELLIPTIC EQUATIONS WITH APPROXIMATED COEFFICIENTS

4.1 Introduction

In this chapter, we prove that the superconvergence of $C^0$-$Q^k$ finite element method at the Gauss Lobatto quadrature points still holds if variable coefficients in an elliptic problem are replaced by their piecewise $Q^k$ Lagrange interpolants at the Gauss Lobatto points in each rectangular cell.

4.1.1 Motivations

Consider solving a variable coefficient Poisson equation

$$-\nabla \cdot (a \nabla u) = f, \quad a(x, y) > 0$$

with homogeneous Dirichlet boundary conditions on a rectangular domain $\Omega$ as in Chapter 2. The variational form is to find $u \in H^1_0(\Omega) = \{v \in H^1(\Omega) : v|_{\partial \Omega} = 0\}$ satisfying

$$A(u, v) = (f, v), \quad \forall v \in H^1_0(\Omega),$$

where $A(u, v) = \int_\Omega a \nabla u \cdot \nabla v dxdy$, $(f, v) = \int_\Omega fvdxdy$. Consider a rectangular mesh with mesh size $h$, the $C^0$-$Q^k$ finite element solution of (4.2) is defined as $u_h \in V^h_0$ satisfying

$$A(u_h, v_h) = (f, v_h), \quad \forall v_h \in V^h_0.$$  \hspace{1cm} (4.3)

For implementing finite element method (4.3), either some quadrature is used or the coefficient $a(x, y)$ is approximated by polynomials for computing $\int_\Omega au_h v_h dxdy$. In this chapter, we consider the implementation to approximate the smooth coefficient $a(x, y)$ by its $Q^k$ Lagrangian interpolation polynomial in each cell. For instance, consider $Q^2$ element in two dimensions, tensor product of 3-point Lobatto quadrature form nine uniform points on
each cell, see Figure 4.1. By point values of $a(x, y)$ at these nine points, we can obtain a $Q^2$ Lagrange interpolation polynomial on each cell. Let $a_I(x, y)$ and $f_I(x, y)$ denote the piecewise $Q^k$ interpolation of $a(x, y)$ and $f(x, y)$ respectively. For a smooth functions $a \geq C > 0$, the interpolation error on each cell $e$ is \( \max_{x \in e} |a_I(x) - a(x)| = O(h^{k+1}) \) thus $a_I > 0$ if $h$ is small enough. So if assuming the mesh is fine enough so that $a_I(x, y) \geq C > 0$, we consider the following scheme using the approximated coefficients $a_I(x, y)$: find $\tilde{u}_h \in V_0^h$ satisfying

$$A_I(\tilde{u}_h, v_h) := \iint_{\Omega} a_I \nabla \tilde{u} \cdot \nabla v dx dy = \langle f, v_h \rangle_h, \quad \forall v_h \in V_0^h, \quad (4.4)$$

where $\langle f, v_h \rangle_h$ denotes using tensor product of $(k + 1)$-point Gauss Lobatto quadrature for the integral $(f, v_h)$. One can also simplify the computation of the right hand side by using $f_I(x, y)$, so we also consider the scheme to find $\tilde{u}_h$ satisfying

$$A_I(\tilde{u}_h, v_h) = (f_I, v_h), \quad \forall v_h \in V_0^h. \quad (4.5)$$

Figure 4.1. An illustration of meshes.

The schemes (4.4) and (4.5) correspond to the equation

$$-\nabla \cdot (a_I(x, y) \nabla \tilde{u}(x, y)) = f(x, y). \quad (4.6)$$

At first glance, one might expect $(k + 1)$-th order accuracy for a numerical method applying to (4.6) due to the interpolation error $a(x, y) - a_I(x, y) = O(h^{k+1})$. But as we will show in Section 4.4.1, the difference between exact solutions $u$ and $\tilde{u}$ to the two elliptic equations
(4.1) and (4.6) is $\mathcal{O}(h^{k+2})$ in $L^2(\Omega)$-norm under suitable assumptions. The main focus of this chapter is to show (4.4) and (4.5) are $(k+2)$-th order accurate finite difference type schemes via the superconvergence of finite element method. Such a result is very interesting from the perspective that a fourth order accurate scheme can be constructed even if the coefficients in the equation are approximated by quadratic polynomials, which does not seem to be considered before in the literature.

Since only grid point values of $a(x, y)$ and $f(x, y)$ are needed in scheme (4.4) or (4.5), they can be regarded as finite difference type schemes. Consider a uniform $n_x \times n_y$ grid for a rectangle $\Omega$ with grid points $(x_i, y_j)$ and grid spacing $h$, where $n_x$ and $n_y$ are both odd numbers as shown in Figure 4.1(a). Then there is a mesh $\Omega_h$ of $(n_x - 1)/2 \times (n_y - 1)/2$ $Q^2$ elements so that Gauss-Lobatto points for all cells in $\Omega_h$ are exactly the finite difference grid points. By using the scheme (4.4) or (4.5) on the finite element mesh $\Omega_h$ shown in Figure 4.1(b), we obtain a fourth order finite difference scheme in the sense that $\tilde{u}_h$ is fourth order accurate in the discrete 2-norm at all grid points.

In practice the most convenient implementation is to use tensor product of $(k+1)$-point Gauss Lobatto quadrature for integrals in (4.2) i.e. scheme (2.2) as described in Chapter 2. Numerical tests suggest that the approximated coefficient scheme (4.5) is more accurate and robust than the quadrature scheme (2.2) in some cases.

4.2 Notations And Preliminaries

We will continue to use the notations in Section 3.2 of Chapter 2. Besides the error estimate in Section 2.3, we also need the following estimate.

**Theorem 4.2.1.** For $k \geq 2$, $(f, v_h) - (f_I, v_h) = \mathcal{O}(h^{k+2}) \|f\|_{k+2} \|v_h\|_2$, $\forall v_h \in V^h$.

**Proof.** Repeat the proof of Theorem 2.3.4 for the function $f - f_I$ on a cell $e$, with the fact $[f_I]_{k+1,p,e} = [f_I]_{k+2,p,e} = 0$, we get

$$E[(f - f_I)v_h] = Ch^{k+2}(\left[ f \right]_{k+2,e}v_{h,0,e} + \left[ f \right]_{k+1,e}v_{h,1,e} + \left[ f - f_I \right]_{k,e}v_{h,2,e}).$$
By (2.13) on the Lagrange interpolation operator and the fact \([f - f_I]_{k,e} \le \|f - f_I\|_{k+1,e}\), we get \([f - f_I]_{k,e} \le C h[f]_{k+1,e}\). Notice that \(\langle f - f_I, v_h \rangle_h = 0\), with (2.5), we get

\[
(f, v_h) - (f, v_h) = (f - f_I, v_h) - (f - f_I, v_h) = O(h^{k+2})\|f\|_{k+2}\|v_h\|_2, \forall v_h \in V^h.
\]

\[ \square \]

4.3 Superconvergence Of The Bilinear Form

For convenience, in this subsection, we drop the subscript \(h\) in a test function \(v_h \in V^h\). When there is no confusion, we may also drop \(dxdy\) or \(dsdt\) in a double integral.

Lemma 4.3.1. Assume \(a(x, y) \in W^{2,\infty}(\Omega)\). For \(k \ge 2\),

\[
\iint_{\Omega} a(u - u_p)xv_x dxdy = O(h^{k+2})\|u\|_{k+2}\|v\|_2, \quad \forall v \in V^h.
\]

Proof. For each cell \(e\), we consider \(\iint_{e} a(u - u_p)xv_x dxdy\). Let \(R[u]_{k,k} = u - u_p\) denote the M-type projection remainder on \(e\). Then \(R[u]_{k,k}\) can be split into lower order part \(R[u]_{k,k} - R[u]_{k+1,k+1}\) and high order part \(R[u]_{k+1,k+1}\).

\[
\iint_{e} a(u - u_p)xv_x dxdy = \iint_{e} a(R[u]_{k+1,k+1})xv_x + \iint_{e} a(R[u]_{k,k} - R[u]_{k+1,k+1})xv_x.
\]

We first consider the high order part. Mapping everything to the reference cell \(\bar{K}\) and let \(\bar{a\hat{v}}_s\) denote the average of \(\hat{a\hat{v}}_s\) on \(\bar{K}\). By the last property in Lemma 2.4.3, we get

\[
\begin{align*}
    h^{2-n} \left| \iint_{e} a(R[u]_{k+1,k+1})xv_x dxdy \right| & = \left| \iint_{\bar{K}} \partial_s(\bar{R}[\hat{u}]_{k+1,k+1})\hat{a\hat{v}}_s dsdt \right| \\
& = \left| \iint_{\bar{K}} \partial_s(\bar{R}[\hat{u}]_{k+1,k+1})(\bar{a\hat{v}}_s - \hat{a\hat{v}}_s) dsdt \right| \le |\bar{R}[\hat{u}]_{k+1,k+1}|_{0,2,\bar{K}} |\bar{a\hat{v}}_s - \hat{a\hat{v}}_s|_{0,2,\bar{K}}.
\end{align*}
\]

By Poincaré inequality and Cauchy-Schwarz inequality, we have

\[
|\bar{a\hat{v}}_s - \hat{a\hat{v}}_s|_{0,2,\bar{K}} \le C|\nabla(\hat{a\hat{v}}_s)|_{0,2,\bar{K}} \le C|\hat{a}|_{1,\infty,\bar{K}}|\hat{v}|_{1,2,\bar{K}} + C|\hat{a}|_{0,\infty,\bar{K}}|\hat{v}|_{2,2,\bar{K}}.
\]
Mapping back to the cell $e$, with (2.5), by Lemma 2.4.3, the higher order part is bounded by $Ch^{k+2}[u]_{k+2,e}(|a|_{1,\infty,e}|v|_{1,2,e} + |a|_{0,\infty,e}|v|_{2,2,e})$ thus

$$
\sum_e \iint_e a(R[u]_{k+1,k+1}) x v_x \, dx dy = O(h^{k+2}) \|a\|_{1,\infty,\Omega} \sum_e \|u\|_{k+2,e} \|v\|_{2,e} = O(h^{k+2}) \|a\|_{1,\infty,\Omega} \|u\|_{k+2,\Omega} \|v\|_{2,\Omega}.
$$

Now we only need to discuss the lower order part of the remainder. Let $R[u]_{k,k} - R[u]_{k+1,k+1} = R_1 + R_2$ which is defined similarly as in (2.28). For $R_1$, by the first two results in Lemma 2.4.4, we have

$$
\iint_K (\partial_s \hat{R}_1) \hat{a} \hat{v}_s = \iint_K (\partial_s \hat{R}_1)(\hat{a} \hat{v}_s - \overline{a v}_s) \leq |\partial_s \hat{R}_1|_{0,2,K}\overline{a v}_s - \hat{a} \hat{v}_s|_{0,2,K} \leq C|\hat{u}|_{k+2,\hat{K}}\overline{a v}_s - \hat{a} \hat{v}_s|_{0,2,K}.
$$

By similar discussions above, we get

$$
\sum_e \iint_e a(R_1)x v_x \, dx dy = O(h^{k+2}) \|a\|_{1,\infty,\Omega} \|u\|_{k+2,\Omega} \|v\|_{2,\Omega}.
$$

For $R_2$, let $N(s)$ be the antiderivative of $M_{k+1}(s)$ then $N(\pm 1) = 0$. Let $\bar{a}$ be the average of $\hat{a}$ on $\hat{K}$ then $|\hat{a} - \bar{a}|_{0,\infty,\hat{K}} \leq C|\hat{a}|_{1,\infty,\hat{K}}$. Since $M_{k+1}(s) \perp P^{k-2}(s)$, we have $\iint_K \hat{b}_{k+1}(t) M_{k+1}(s) \hat{v}_{ss} = 0$. After integration by parts, by Lemma 2.4.4 we have

$$
\iint_K (\partial_s \hat{R}_2) \hat{a} \hat{v}_s = - \iint_K \hat{b}_{k+1}(t) M_{k+1}(s)(\hat{a} \hat{v}_s + \hat{a} \hat{v}_{ss}) = \iint_K \hat{b}_{k+1}(t) N(s)(\hat{a} \hat{v}_s + \hat{a} \hat{v}_{ss}) - \iint_K \hat{b}_{k+1}(t) M_{k+1}(s)(\hat{a} - \bar{a}) \hat{v}_{ss} \leq C|\hat{u}|_{k+1,\hat{K}}(|\hat{a}|_{2,\infty,\hat{K}}|\hat{v}|_{1,2,\hat{K}} + |\hat{a}|_{1,\infty,\hat{K}}|\hat{v}|_{2,2,\hat{K}}).
$$

Thus we can get

$$
\sum_e \iint_e (\partial_s \hat{R}_2) \hat{a} \hat{v}_s \, dx dy = O(h^{k+2}) \|a\|_{2,\infty,\Omega} \|u\|_{k+1,\Omega} \|v\|_{2,\Omega}.
$$

So we have $\iint_\Omega a(u - u_p)x v_x \, dx dy = O(h^{k+2}) \|a\|_{2,\infty,\Omega} \|u\|_{k+2,\Omega} \|v\|_{2,\Omega}, \quad \forall v \in V^h$. \hfill \Box
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Lemma 4.3.2. Assume \( c(x, y) \in W^{1, \infty}(\Omega) \). For \( k \geq 2 \),

\[
\iint_\Omega c(u - u_p)v \, dxdy = O(h^{k+2})\|u\|_{k+1}\|v\|_1, \quad \forall v \in V^h.
\]

Proof. Let \( \bar{\hat{v}} \) be the average of \( \hat{v} \) on \( \hat{K} \). Following similar arguments as in the proof Lemma 4.3.1,

\[
\left| \iint_\hat{K} \hat{R}[\hat{u}_{k,k}\hat{v}] \right| = \left| \iint_\hat{K} \hat{R}[\hat{u}_{k,k}(\hat{\hat{v}} - \bar{\hat{v}})] \right| \leq |\hat{R}[\hat{u}_{k,k}|_{0,2,\hat{K}}\hat{v} - \bar{\hat{v}}|_{0,2,\hat{K}}|
\]

\[
\leq C[u]_{k+1,2,\hat{K}}[\hat{\hat{v}}]_{1,2,\hat{K}} \leq C[u]_{k+1,2,\hat{K}}(|\hat{\hat{v}}|_{0,\infty,\hat{K}}|\hat{v}|_{1,2,\hat{K}} + |\hat{\hat{v}}|_{1,\infty,\hat{K}}|\hat{v}|_{0,2,\hat{K}}).
\]

So with (2.5) we have

\[
\iint_\epsilon c\hat{R}[u_{k,k}v \, dxdy = h^n \iint_\hat{K} (\hat{R}[u_{k,k}]) \hat{\hat{v}} \, dsdt = O(h^{k+2})\|c\|_{1,\infty,\Omega}\|u\|_{k+1,\epsilon}\|v\|_{1,\epsilon},
\]

which implies the estimate.

Lemma 4.3.3. Assume \( b(x, y) \in W^{2, \infty}(\Omega) \). For \( k \geq 2 \),

\[
\iint_\Omega b(u - u_p)_x v \, dxdy = O(h^{k+2})\|u\|_{k+2}\|v\|_2, \quad \forall v \in V^h.
\]

Proof. Let \( \bar{\hat{v}} \) be the average of \( \hat{b} \) on \( \hat{K} \). Following similar arguments as in the proof Lemma 4.3.1, we have

\[
\left| \iint_\hat{K} \partial_s(\hat{R}[\hat{u}_{k+1,k+1}]\hat{v}) \right| = \left| \iint_\hat{K} \partial_s(\hat{R}[\hat{u}_{k+1,k+1}])\hat{v} - \bar{\hat{v}} \right|
\]

\[
\leq |\partial_s(\hat{R}[\hat{u}_{k+1,k+1}])|_{0,2,\hat{K}}\bar{\hat{v}} - \hat{v}|_{0,2,\hat{K}} \leq C[\hat{u}]_{k+2,2,\hat{K}}(|\hat{\hat{v}}|_{1,\infty,\hat{K}}|\hat{v}|_{0,2,\hat{K}} + |\hat{\hat{v}}|_{0,\infty,\hat{K}}|\hat{v}|_{1,2,\hat{K}}).
\]

\[
\iint_\hat{K} (\partial_s\hat{R}_1)\hat{v} = \iint_\hat{K} (\partial_s\hat{R}_1)(\hat{v} - \bar{\hat{v}}) \leq |\partial_s\hat{R}_1|_{0,2,\hat{K}}|\bar{\hat{v}} - \hat{v}|_{0,2,\hat{K}}
\]

\[
\leq C[\hat{u}]_{k+2,2,\hat{K}}(|\hat{\hat{v}}|_{1,\infty,\hat{K}}|\hat{v}|_{0,2,\hat{K}} + |\hat{\hat{v}}|_{0,\infty,\hat{K}}|\hat{v}|_{1,2,\hat{K}}).
\]
Let $N(s)$ be the antiderivative of $M_{k+1}(s)$. After integration by parts, we have

$$
\int_K (\partial_s \hat{R}_2) \hat{b} \hat{v} = - \int_K \hat{b}_{k+1}(t) M_{k+1}(s)(\hat{b}_s \hat{v} + \hat{b}_\nu s) \\
= \int_K \hat{b}_{k+1}(t) N(s)(\hat{b}_s \hat{v} + \hat{b}_s \hat{v} + \hat{b}_\nu s) \\
\leq C \hat{u}_{k+2,2,\hat{K}}(\hat{b})_{2,\infty,\hat{K}} |\hat{v}|_{0,2,\hat{K}} + \hat{b}_{1,\infty,\hat{K}} |\hat{v}|_{1,2,\hat{K}} + \hat{b}_{0,\infty,\hat{K}} |\hat{v}|_{2,2,\hat{K}}.
$$

After combining all the estimates, with (2.5), we have

$$
\int_e b(u - u_p) x v = h^{n-1} \int_K \hat{b}(R[\hat{u}][k,k]) \hat{v} = O(h^{k+2}) \|b\|_{2,\infty,\Omega} \|u\|_{k+2,\epsilon} \|v\|_{2,\epsilon}.
$$

\hfill \Box

**Lemma 4.3.4.** Assume $a(x, y) \in W^{2,\infty}(\Omega)$. For $k \geq 2$,

$$
\int_{\Omega} a(u - u_p) x v_{h_y} \, dxdy = \begin{cases} 
O(h^{k+\frac{3}{2}}) \|a\|_{k+2,\infty} \|u\|_{k+2} \|v_h\|_2, & \forall v_h \in V^h, \quad (4.7a) \\
O(h^{k+2}) \|a\|_{k+2,\infty} \|u\|_{k+2} \|v_h\|_2, & \forall v_h \in V_0^h. \quad (4.7b)
\end{cases}
$$

**Proof.** Similar to the proof of Lemma 4.3.1, we have

$$
\left| \int_e a(R[u][k+1,k+1]) x v_y \, dxdy \right| = h^{n-2} \left| \int_K \partial_s (\hat{R}[\hat{u}][k+1,k+1]) \hat{a} \hat{v} dsdt \right| \\
= h^{n-2} \left| \int_K \partial_s (\hat{R}[\hat{u}][k+1,k+1]) (\hat{a} \hat{v} - \hat{a} \hat{v}_t) dsdt \right| \leq h^{n-2} \|\partial_s (\hat{R}[\hat{u}][k+1,k+1])\|_{0,2,\hat{K}} \|\hat{a} \hat{v} - \hat{a} \hat{v}_t\|_{0,2,\hat{K}} \\
\leq C h^{k+2} \|a\|_{1,\infty,\Omega} \|u\|_{k+2,\epsilon} \|v\|_{2,\epsilon},
$$

and

$$
\int_K (\partial_s \hat{R}_1) \hat{a} \hat{v}_t = \int_K (\partial_s \hat{R}_1)(\hat{a} \hat{v} - \hat{a} \hat{v}_t) \leq \|\partial_s \hat{R}_1\|_{0,2,\hat{K}} \|\hat{a} \hat{v} - \hat{a} \hat{v}_t\|_{0,2,\hat{K}}.
$$

Following the proof of Lemma 4.3.1, with (2.5), we get

$$
\sum_e \int_e a(R_1) x v_y \, dxdy = O(h^{k+2}) \|a\|_{1,\infty,\Omega} \|u\|_{k+2,\Omega} \|v\|_{2,\Omega}.
$$
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After integration by parts, we have
\[ \iint_{K} (\partial s \hat{R}_2) \hat{a} \hat{v}_t = - \iint_{K} \hat{b}_{k+1}(t) M_{k+1}(s)(\hat{a}_s \hat{v}_t + \hat{a} \hat{v}_{st}), \]
which is exactly the same integral estimates (2.41) in the proof of Lemma 2.5.5 in Chapter 2. By the same proof as (2.41), after combining all the estimates above and summing over all elements, we have the estimate for the term \( \iint_{K} l_k(s) \hat{b}_{k+1}(t) \hat{a} \hat{v}_t ds dt \):
\[
\sum_{e} \left| \iint_{e} (\partial s \hat{R}_2) \hat{a} \hat{v}_t \right| = \begin{cases} 
O(h^{k+\frac{3}{2}}) \|a\|_{k+2,\infty} \|u\|_{k+3} \|v\|_2, & \forall v \in V^h, \\
O(h^{k+2}) \|a\|_{k+2,\infty} \|u\|_{k+3} \|v\|_2, & \forall v \in V_0^h.
\end{cases}
\]

Combine all the estimates above, we get (4.7a). Since the \( \frac{1}{2} \) order loss is only due to the line integral along \( L_1 \) and \( L_3 \), on which \( v_{xx} = 0 \) if \( v \in V_0^h \), we get (4.7b). \( \square \)

### 4.4 The Main Result

#### 4.4.1 Superconvergence of bilinear forms with approximated coefficients

Even though standard interpolation error is \( a - a_I = O(h^{k+1}) \), as shown in the following discussion, the error in the bilinear forms is related to \( \iint_{e} (a - a_I) \, dx \, dy \) on each cell \( e \), which is the quadrature error thus the order is higher. We have the following estimate on the bilinear forms with approximated coefficients:

**Lemma 4.4.1.** Assume \( a(x, y) \in W^{k+2,\infty}(\Omega) \) and \( u(x, y) \in H^2(\Omega) \), then \( \forall v \in V^h \) or \( \forall v \in H^2(\Omega) \),
\[
\begin{align*}
\iint_{\Omega} a u_x v_x \, dx \, dy &- \iint_{\Omega} a_I u_x v_x \, dx \, dy = O(h^{k+2}) \|a\|_{k+2,\infty,\Omega} \|u\|_{2} \|v\|_2, \\
\iint_{\Omega} a u_x v_y \, dx \, dy &- \iint_{\Omega} a_I u_x v_y \, dx \, dy = O(h^{k+2}) \|a\|_{k+2,\infty,\Omega} \|u\|_{2} \|v\|_2, \\
\iint_{\Omega} a u_y v_x \, dx \, dy &- \iint_{\Omega} a_I u_y v_x \, dx \, dy = O(h^{k+2}) \|a\|_{k+2,\infty,\Omega} \|u\|_{2} \|v\|_1, \\
\iint_{\Omega} a u v \, dx \, dy &- \iint_{\Omega} a_I u v \, dx \, dy = O(h^{k+2}) \|a\|_{k+2,\infty,\Omega} \|u\|_{1} \|v\|_1.
\end{align*}
\]
Proof. For every cell $e$ in the mesh $\Omega_h$, let $u_x v_x$ be the cell average of $u_x v_x$. By Theorem 2.3.2 and Theorem 2.3.3, we have

$$\int_e (a_I - a) u_x v_x = \int_e (a_I - a) \frac{u_x v_x}{h^2} + \frac{1}{4h^2} \int_e (a_I - a) u_x v_x + \int_e (a_I - a) (u_x v_x - \frac{u_x v_x}{h^2})$$

$$= \mathcal{O}(h^{k+2}) \|a\|_{k+2, \infty, \Omega} \|u\|_{1,e} \|v\|_{1,e} + \mathcal{O}(h^{k+1}) \|a\|_{k+1, \infty, \Omega} \int_e |u_x v_x - \frac{u_x v_x}{h^2}|.$$

By Poincaré inequality and Cauchy-Schwarz inequality, we have

$$\int_e |u_x v_x - \frac{u_x v_x}{h^2}| = \mathcal{O}(h) \|\nabla (u_x v_x)\|_{0,1,e} = \mathcal{O}(h) \|u\|_{2,e} \|v\|_{2,e}$$

thus $\int_e (a_I - a) u_x v_x = \mathcal{O}(h^{k+2}) \|a\|_{k+2, \infty, \Omega} \|u\|_{2,e} \|v\|_{2,e}$. Summing over all elements $e$, we have $\int_{\Omega} (a_I - a) u_x v_x = \mathcal{O}(h^{k+2}) \|a\|_{k+2, \infty, \Omega} \|u\|_2 \|v\|_2$. Similarly we can establish the other three estimates. 

Lemma 4.4.1 implies that the difference in the solutions to (4.6) and (4.1) is $\mathcal{O}(h^{k+2})$ in the $L^2(\Omega)$-norm:

**Theorem 4.4.2.** Assume $a(x, y) \in W^{k+2, \infty}(\Omega)$ and $a_I(x, y) \geq C > 0$. Let $u, \tilde{u} \in H^1_0(\Omega)$ be the solutions to

$$A(u, v) := \int a \nabla u \cdot \nabla v \, dx \, dy = (f, v), \quad \forall v \in H^1_0(\Omega)$$

and

$$A_I(\tilde{u}, v) := \int a_I \nabla \tilde{u} \cdot \nabla v \, dx \, dy = (f, v), \quad \forall v \in H^1_0(\Omega)$$

respectively, where $f \in L^2(\Omega)$. Then $\|u - \tilde{u}\|_0 = \mathcal{O}(h^{k+2}) \|a\|_{k+2, \infty, \Omega} \|f\|_0$. 
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Proof. By Lemma 4.4.1, for any \( v \in H^2(\Omega) \) we have

\[
A_I(u - \tilde{u}, v) = \left[ A_I(u, v) - A(u, v) \right] + \left[ A(u, v) - A_I(\tilde{u}, v) \right] = A_I(u, v) - A(u, v) = \mathcal{O}(h^{k+2})\|a\|_{k+2,\infty,\Omega}\|u\|_2\|v\|_2.
\]

Let \( w \in H^1_0(\Omega) \) be the solution to the dual problem

\[
A_I(v, w) = (u - \tilde{u}, v) \quad \forall v \in H^1_0(\Omega).
\]

Since \( a_I \geq C > 0 \) and \( |a_I(x, y)| \leq C|a(x, y)| \), the coercivity and boundedness of the bilinear form \( A_I \) hold [3]. Moreover, \( a_I \) is Lipschitz continuous because \( a(x, y) \in W^{k+2,\infty}(\Omega) \). Thus the solution \( w \) exists and the elliptic regularity \( \|w\|_2 \leq C\|u - \tilde{u}\|_0 \) holds on a convex domain, e.g., a rectangular domain \( \Omega \), see [34]. Thus,

\[
\|u - \tilde{u}\|_0^2 = (u - \tilde{u}, u - \tilde{u}) = A_I(u - \tilde{u}, w) = \mathcal{O}(h^{k+2})\|a\|_{k+2,\infty,\Omega}\|u\|_2\|w\|_2.
\]

With elliptic regularity \( \|w\|_2 \leq C\|u - \tilde{u}\|_0 \) and \( \|u\|_2 \leq C\|f\|_0 \), we get

\[
\|u - \tilde{u}\|_0 = \mathcal{O}(h^{k+2})\|a\|_{k+2,\infty,\Omega}\|f\|_0.
\]

\( \square \)

Remark 4.4.3. For even number \( k \geq 4 \), \((k + 1)\)-point Newton-Cotes quadrature rule has the same error order as the \((k + 1)\)-point Gauss-Lobatto quadrature rule. Thus Theorem 4.4.2 still holds if we redefine \( a_I(x, y) \) as the \( Q^k \) interpolant of \( a(x, y) \) at the uniform \((k+1)\times(k+1)\) Newton-Cotes points in each cell if \( k \geq 4 \) is even.

4.4.2 The variable coefficient Poisson equation

Let \( u(x, y) \in H^1_0(\Omega) \) be the exact solution to

\[
A(u, v) := \iint_{\Omega} a \nabla u \cdot \nabla v \, dx \, dy = (f, v), \quad \forall v \in H^1_0(\Omega).
\]
Let $\tilde{u}_h \in V_h^h(\Omega)$ be the solution to

$$A_I(\tilde{u}_h, v_h) := \iint_{\Omega} a_I \nabla \tilde{u}_h \cdot \nabla v_h \, dx \, dy = \langle f, v_h \rangle_h, \quad \forall v_h \in V_h^h(\Omega).$$

**Theorem 4.4.4.** For $k \geq 2$, let $u_p$ be the piecewise $Q^k$ M-type projection of $u(x, y)$ on each cell $e$ in the mesh $\Omega_h$. Assume $a \in W^{k+2, \infty}(\Omega)$ and $u, f \in H^{k+2}(\Omega)$, then

$$A_I(\tilde{u}_h - u_p, v_h) = O(h^{k+2})(\|a\|_{k+2, \infty} \|u\|_{k+2} + \|f\|_{k+2})\|v_h\|_2, \quad \forall v_h \in V_h^h.$$

**Proof.** For any $v_h \in V^h$, we have

$$A_I(\tilde{u}_h, v_h) - A_I(u_p, v_h) = (f, v_h) - A_I(u_p, v_h) + \langle f, v_h \rangle_h - (f, v_h) = A(u, v_h) - A_I(u_p, v_h) + \langle f, v_h \rangle_h - (f, v_h) = [A(u, v_h) - A_I(u, v_h)] + [A_I(u - u_p, v_h) - A(u - u_p, v_h)] + (f, v_h)_h - (f, v_h).$$

Lemma 4.4.1 implies $A(u, v_h) - A_I(u, v_h) = O(h^{k+2})\|a\|_{k+2, \infty} \|u\|_2 \|v_h\|_2$. Theorem 2.3.4 gives $(f, v_h)_h - (f, v_h) = O(h^{k+2})\|f\|_{k+2} \|v_h\|_2$. By Lemma 4.3.1, $A(u - u_p, v_h) = O(h^{k+2})\|a\|_{2, \infty} \|u\|_{k+2} \|v_h\|_2$.

For the second term $A_I(u - u_p, v_h) - A(u - u_p, v_h) = \iint_{\Omega} (a - a_I) \nabla (u - u_p) \nabla v_h$, by Theorem 2.3.2 and Lemma 2.4.3, we have

$$\left| \iint_{\Omega} (a - a_I) (u - u_p)_x \partial_x v_h \right| \leq |a - a_I|_{0, \infty, \Omega} \sum_e \iint_e (u - u_p)_x \partial_x v_h$$

$$\leq |a - a_I|_{0, \infty, \Omega} \sum_e |(u - u_p)_x|_{0, 2, e} \|v_h\|_{1, 2, e}$$

$$= O(h^{2k+1}) \|a\|_{k+1, \infty, \Omega} \sum_e \|u\|_{k+1, e} \|v_h\|_{1, e}$$

$$= O(h^{2k+1}) \|a\|_{k+1, \infty, \Omega} \|u\|_{k+1} \|v_h\|_1.$$

$\Box$

**Theorem 4.4.5.** Assume $a(x, y) \in W^{k+2, \infty}(\Omega)$ is positive and $u(x, y), f(x, y) \in H^{k+2}(\Omega)$. Assume the mesh is fine enough so that the piecewise $Q^k$ interpolant satisfies $a_I(x, y) \geq C >$
0. Then \( \bar{u}_h \) is a \((k+2)\)-th order accurate approximation to \( u \) in the discrete 2-norm over all the \((k+1) \times (k+1)\) Gauss-Lobatto points:

\[
\| \bar{u}_h - u \|_{2,Z_0} = O(h^{k+2})(\|a\|_{k+2,\infty}\|u\|_{k+2} + \|f\|_{k+2}).
\]

Proof. Let \( \theta_h = \bar{u}_h - u_p \). By the definition of \( u_p \) and Theorem 2.4.1, it is straightforward to show \( \theta_h = 0 \) on \( \partial \Omega \). By the Aubin-Nitsche duality method, let \( w \in H_0^1(\Omega) \) be the solution to the dual problem

\[
A_I(v,w) = (\theta_h,v) \quad \forall v \in H_0^1(\Omega).
\]

By the same discussion as in the proof of Theorem 4.4.2, the solution \( w \) exists and the regularity \( \|w\|_2 \leq C\|\theta_h\|_0 \) holds.

Let \( w_h \) be the finite element projection of \( w \), i.e., \( w_h \in V_0^h \) satisfies

\[
A_I(v_h,w_h) = (\theta_h,v_h) \quad \forall v_h \in V_0^h.
\]

Since \( w_h \in V_0^h \), by Theorem 4.4.4, we have

\[
\|\theta_h\|_0^2 = (\theta_h,\theta_h) = A_I(\theta_h,w_h) = O(h^4)(\|a\|_{k+2,\infty}\|u\|_{k+2} + \|f\|_{k+2})\|w_h\|_2.
\]  (4.8)

Let \( w_I = \Pi_1 w \) be the piecewise \( Q^1 \) projection of \( w \) on \( \Omega_h \) as defined in (2.8). By the Bramble-Hilbert Lemma, we get \( \|w - w_I\|_{2,\epsilon} \leq C[w]_{2,\epsilon} \leq C\|w\|_{2,\epsilon} \) thus

\[
\|w - w_I\|_2 \leq C\|w\|_2.
\]

By the inverse estimate on the piecewise polynomial \( w_h - w_I \), we have

\[
\|w_h\|_2 \leq \|w_h - w_I\|_2 + \|w_I - w\|_2 + \|w\|_2 \leq C h^{-1} \|w_h - w_I\|_1 + C\|w\|_2.
\]  (4.9)
With coercivity, Galerkin orthogonality and Cauchy Schwarz inequality, we get

\[ C \|w_h - w_I\|_1^2 \leq A_I(w_h - w_I, w_h - w_I) = A_I(w_h - w_I, w - w_I) \leq C\|w - w_I\|_1 \|w_h - w_I\|_1, \]

which implies

\[ \|w_h - w_I\|_1 \leq C\|w - w_I\|_1 \leq C h \|w\|_2. \quad (4.10) \]

With (4.9), (4.10) and the elliptic regularity \( \|w\|_2 \leq C \|\theta_h\|_0 \), we get

\[ \|w_h\|_2 \leq C\|w\|_2 \leq C\|\theta_h\|_0. \quad (4.11) \]

By (4.8) and (4.11) we have

\[ \|\theta_h\|_0^2 \leq O(h^{k+2})(\|a\|_{k+2,\infty}\|u\|_{k+2} + \|f\|_{k+2})\|\theta_h\|_0, \]

i.e.,

\[ \|\bar{u}_h - u_p\|_0 = \|\theta_h\|_0 = O(h^{k+2})(\|a\|_{k+2,\infty}\|u\|_{k+2} + \|f\|_{k+2}). \]

Finally, by the equivalency between the discrete 2-norm on \( Z_0 \) and the \( L^2(\Omega) \) norm in the space \( V^h \), with Theorem 2.4.5, we obtain

\[ \|\bar{u}_h - u\|_{2,Z_0} = O(h^{k+2})(\|a\|_{k+2,\infty}\|u\|_{k+2} + \|f\|_{k+2}). \]

\[ \square \]

Remark 4.4.6. To extend Theorem 4.4.5 to homogeneous Neumann boundary conditions or mixed homogeneous Dirichlet and Neumann boundary conditions, dual problems with the same homogeneous boundary conditions as in primal problems should be used. Then all the estimates such as Theorem 4.4.4 hold not only for \( v \in V_0^h \) but also for any \( v \) in \( V^h \).

Remark 4.4.7. With Theorem 4.2.1, all the results hold for the scheme (4.5).
Remark 4.4.8. It is straightforward to verify that all results hold in three dimensions. Notice
that in three dimensions the discrete 2-norm is
\[ \|u\|_{2, Z_0} = \left[ h^3 \sum_{x \in Z_0} |u(x)|^2 \right]^{\frac{1}{2}}. \]

Remark 4.4.9. For discussing superconvergence of the scheme (2.2), we have to consider
the dual problem of the bilinear form A instead and the exact Galerkin orthogonality in
(2.2) no longer holds. In order for the proof above holds, we need to show the Galerkin
orthogonality in (2.2) holds up to \( O(h^{k+2}) \|v_h\|_2 \) for a test function \( v_h \in V_h \), which is very
difficult to establish. This is the main difficulty to extend the proof of Theorem 4.4.5 to the
Gauss Lobatto quadrature scheme (2.2), which will be analyzed in next section by different

4.4.3 General elliptic problems

In this section, we discuss extensions to more general elliptic problems. Consider an
elliptic variational problem of finding \( u \in H^1_0(\Omega) \) to satisfy
\[ A(u, v) := \iint_{\Omega} (\nabla v^T a \nabla u + b \nabla uv + cuv) dxdy = (f, v), \forall v \in H^1_0(\Omega), \]

where \( a(x, y) = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \) is positive definite and \( b = [b_1 \ b_2] \). Assume the coefficients
\( a, b \) and \( c \) are smooth, and \( A(u, v) \) satisfies coercivity \( A(v, v) \geq C\|v\|_1 \) and boundedness
\( |A(u, v)| \leq C\|u\|_1\|v\|_1 \) for any \( u, v \in H^1_0(\Omega) \).

By the estimates in Section 4.3, we first have the following estimate on the \( Q^k \) M-type
projection \( u_p \):

Lemma 4.4.10. Assume \( a_{ij}(x, y), b_i(x, y) \in W^{2,\infty}(\Omega) \) and \( b_i(x, y) \in W^{2,\infty}(\Omega), \) then
\[ A(u - u_p, v_h) = \begin{cases} O(h^{k+2})\|u\|_{k+2}\|v_h\|_2, & \forall v_h \in V^h, \\ O(h^{k+1.5})\|u\|_{k+2}\|v_h\|_2, & \forall v_h \in V^h. \end{cases} \]
If \( a_{12} = a_{21} \equiv 0 \), then

\[
A(u - u_p, v_h) = \mathcal{O}(h^{k+2})\|u\|_{k+2}\|v_h\|_2, \quad \forall v_h \in V^h.
\]

Let \( a_I, b_I \) and \( c_I \) denote the corresponding piecewise \( Q^k \) Lagrange interpolation at Gauss-Lobatto points. We are interested in the solution \( \tilde{u}_h \in V_0^h \) to

\[
A_I(\tilde{u}_h, v_h) := \iint_\Omega \left( \nabla v_h^T a_I \nabla \tilde{u}_h + b_I \nabla \tilde{u}_h v_h + c_I \tilde{u}_h v_h \right) dxdy = \langle f, v_h \rangle_h, \forall v_h \in V_0^h.
\]

We need to assume that \( A_I \) still satisfies coercivity \( A_I(v, v) \geq C\|v\|_1 \) and boundedness \( |A_I(u, v)| \leq C\|u\|_1\|v\|_1 \) for any \( u, v \in H^1_0(\Omega) \), so that the solution \( u \in H^1_0(\Omega) \) of the following problem exists and is unique:

\[
A_I(u, v) = \langle f, v \rangle, \quad \forall v \in H^1_0(\Omega).
\]

We also need the elliptic regularity to hold for the dual problem:

\[
A_I(v, w) = \langle f, v \rangle, \quad \forall v \in H^1_0(\Omega).
\]

For instance, if \( b \equiv 0 \), it suffices to require that eigenvalues of \( a_I + c_I \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) has a uniform positive lower bound on \( \Omega \), which is achievable on fine enough meshes if \( a + c \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) are positive definite. This implies the coercivity of \( A_I \). The boundedness of \( A_I \) follows from the smoothness of coefficients. Since \( a_I \) and \( c_I \) are Lipschitz continuous, the elliptic regularity for \( A_I \) holds on a convex domain [34].

By Lemma 4.4.1 and Lemma 4.4.10, it is straightforward to extend Theorem 4.4.4 to the general elliptic case:
Theorem 4.4.11. For \( k \geq 2 \), assume \( a_{ij}, b_i, c \in W^{k+2,\infty}(\Omega) \) and \( u, f \in H^{k+2}(\Omega) \), then

\[
A_I(\tilde{u}_h - u_p, v_h) = \begin{cases}
O(h^{k+2})(\|u\|_{k+2} + \|f\|_{k+2})\|v_h\|_2, & \forall v_h \in V_0^h, \\
O(h^{k+1.5})(\|u\|_{k+2} + \|f\|_{k+2})\|v_h\|_2, & \forall v_h \in V^h.
\end{cases}
\]

And if \( a_{12} = a_{21} \equiv 0 \), then

\[
A_I(\tilde{u}_h - u_p, v_h) = O(h^{k+2})(\|u\|_{k+2} + \|f\|_{k+2})\|v_h\|_2, \quad \forall v_h \in V^h.
\]

With suitable assumptions, it is straightforward to extend the proof of Theorem 4.4.5 to the general case:

Theorem 4.4.12. For \( k \geq 2 \), assume \( a_{ij}, b_i, c \in W^{k+2,\infty}(\Omega) \) and \( u, f \in H^{k+2}(\Omega) \), Assume the approximated bilinear form \( A_I \) satisfies coercivity and boundedness and the elliptic regularity still holds for the dual problem of \( A_I \). Then \( \tilde{u}_h \) is a \((k+2)\)-th order accurate approximation to \( u \) in the discrete 2-norm over all the \((k+1) \times (k+1)\) Gauss-Lobatto points:

\[
\|\tilde{u}_h - u\|_{2,Z_0} = O(h^{k+2})(\|u\|_{k+2} + \|f\|_{k+2}).
\]

Remark 4.4.13. With Neumann type boundary conditions, due to Lemma 4.3.4, we can only prove \((k+1.5)\)-th order accuracy

\[
\|\tilde{u}_h - u\|_{2,Z_0} = O(h^{k+1.5})(\|u\|_{k+2} + \|f\|_{k+2}),
\]

unless there are no mixed second order derivatives in the elliptic equation, i.e., \( a_{12} = a_{21} \equiv 0 \). We emphasize that even for the full finite element scheme (4.3), only \((k+1.5)\)-th order accuracy at all Lobatto points can be proven for a general elliptic equation with Neumann type boundary conditions.
4.5 Numerical Results

In this section we show some numerical tests of $C^0$-$Q^2$ finite element method on an uniform rectangular mesh and verify the order of accuracy at $Z_0$, i.e., all Gauss-Lobatto points. The following four schemes will be considered:

1. Full $Q^2$ finite element scheme (4.3) where integrals in the bilinear form are approximated by $5 \times 5$ Gauss quadrature rule, which is exact for $Q^6$ polynomials thus exact for $A(u_h, v_h)$ if the variable coefficient is a $Q^5$ polynomial.

2. The Gauss Lobatto quadrature scheme (2.2): all integrals are approximated by $3 \times 3$ Gauss Lobatto quadrature.

3. The schemes (4.4) and (4.5).

The last three schemes are finite difference type since only grid point values of the coefficients are needed. In (4.4) and (4.5), $A_l(u_h, v_h)$ can be exactly computed by $4 \times 4$ Gauss quadrature rule since coefficients are $Q^2$ polynomials. An alternative finite difference type implementation of (4.4) and (4.5) is to precompute integrals of Lagrange basis functions and their derivatives to form a sparse tensor, then multiply the tensor to the vector consisting of point values of the coefficient to form the stiffness matrix. With either implementation, computational cost to assemble stiffness matrices in schemes (4.4) and (4.5) is higher than the stiffness matrix assembling in the simpler scheme (2.2) since the Lagrangian $Q^k$ basis are delta functions at Gauss-Lobatto points.

4.5.1 Accuracy

We consider the following example with either purely Dirichlet or purely Neumann boundary conditions:

$$\nabla \cdot (a \nabla u) = f \quad \text{on } [0, 1] \times [0, 2]$$

where $a(x, y) = 1 + 0.1x^3y^5 + \cos(x^3y^2 + 1)$ and $u(x, y) = 0.1(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4 + y^3)$. The nonhomogeneous boundary condition should be computed in a way consistent with the computation of integrals in the bilinear form.
Table 4.1. The errors of $C^0$-$Q^2$ for a Poisson equation with Dirichlet boundary conditions at Lobatto points.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>2.22E-1</td>
<td>-</td>
<td>3.96E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>4.83E-2</td>
<td>2.20</td>
<td>1.51E-1</td>
<td>1.39</td>
</tr>
<tr>
<td>8 × 16</td>
<td>2.54E-3</td>
<td>4.25</td>
<td>1.16E-2</td>
<td>3.71</td>
</tr>
<tr>
<td>16 × 32</td>
<td>1.49E-4</td>
<td>4.09</td>
<td>7.52E-4</td>
<td>3.95</td>
</tr>
<tr>
<td>32 × 64</td>
<td>9.22E-6</td>
<td>4.01</td>
<td>5.14E-5</td>
<td>3.87</td>
</tr>
</tbody>
</table>

FEM using Gauss Lobatto Quadrature (2.2)

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>2.24E-1</td>
<td>-</td>
<td>4.30E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>4.43E-2</td>
<td>2.34</td>
<td>1.37E-1</td>
<td>1.65</td>
</tr>
<tr>
<td>8 × 16</td>
<td>2.27E-3</td>
<td>4.29</td>
<td>8.61E-3</td>
<td>4.00</td>
</tr>
<tr>
<td>16 × 32</td>
<td>1.32E-4</td>
<td>4.11</td>
<td>4.87E-4</td>
<td>4.14</td>
</tr>
<tr>
<td>32 × 64</td>
<td>8.13E-6</td>
<td>4.02</td>
<td>3.09E-5</td>
<td>3.97</td>
</tr>
</tbody>
</table>

FEM with Approximated Coefficients (4.5)

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>2.78E-1</td>
<td>-</td>
<td>6.31E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>2.76E-2</td>
<td>3.33</td>
<td>8.69E-2</td>
<td>2.86</td>
</tr>
<tr>
<td>8 × 16</td>
<td>1.28E-3</td>
<td>4.43</td>
<td>3.77E-3</td>
<td>4.53</td>
</tr>
<tr>
<td>16 × 32</td>
<td>8.96E-5</td>
<td>3.83</td>
<td>3.36E-4</td>
<td>3.49</td>
</tr>
<tr>
<td>32 × 64</td>
<td>5.79E-6</td>
<td>3.95</td>
<td>2.41E-5</td>
<td>3.80</td>
</tr>
</tbody>
</table>

Full FEM Scheme

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>1.48E-2</td>
<td>-</td>
<td>3.79E-2</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.05E-2</td>
<td>0.50</td>
<td>3.76E-2</td>
<td>0.01</td>
</tr>
<tr>
<td>8 × 16</td>
<td>7.32E-4</td>
<td>3.84</td>
<td>4.04E-3</td>
<td>3.22</td>
</tr>
<tr>
<td>16 × 32</td>
<td>4.54E-5</td>
<td>4.01</td>
<td>2.83E-4</td>
<td>3.83</td>
</tr>
<tr>
<td>32 × 64</td>
<td>2.85E-6</td>
<td>3.99</td>
<td>1.75E-5</td>
<td>4.02</td>
</tr>
</tbody>
</table>
Table 4.2. The errors of $C^0$-$Q^2$ for a Poisson equation with Neumann boundary conditions at Lobatto points.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>3.44E0</td>
<td>-</td>
<td>5.39E0</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.83E-1</td>
<td>4.23</td>
<td>3.51E-1</td>
<td>3.93</td>
</tr>
<tr>
<td>8 × 16</td>
<td>1.38E-2</td>
<td>3.73</td>
<td>3.43E-2</td>
<td>3.36</td>
</tr>
<tr>
<td>16 × 32</td>
<td>8.37E-4</td>
<td>4.04</td>
<td>2.21E-3</td>
<td>3.96</td>
</tr>
<tr>
<td>32 × 64</td>
<td>5.13E-5</td>
<td>4.03</td>
<td>1.41E-4</td>
<td>3.96</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>3.43E0</td>
<td>-</td>
<td>4.95E0</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.81E-1</td>
<td>4.25</td>
<td>3.11E-1</td>
<td>3.99</td>
</tr>
<tr>
<td>8 × 16</td>
<td>1.37E-2</td>
<td>3.72</td>
<td>2.81E-2</td>
<td>3.47</td>
</tr>
<tr>
<td>16 × 32</td>
<td>8.33E-4</td>
<td>4.04</td>
<td>1.76E-3</td>
<td>4.00</td>
</tr>
<tr>
<td>32 × 64</td>
<td>5.11E-5</td>
<td>4.03</td>
<td>1.12E-4</td>
<td>3.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>3.64E0</td>
<td>-</td>
<td>5.06E0</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.60E-1</td>
<td>4.51</td>
<td>2.54E-1</td>
<td>4.32</td>
</tr>
<tr>
<td>8 × 16</td>
<td>1.26E-2</td>
<td>3.67</td>
<td>2.39E-2</td>
<td>3.41</td>
</tr>
<tr>
<td>16 × 32</td>
<td>7.67E-4</td>
<td>4.03</td>
<td>1.67E-3</td>
<td>3.84</td>
</tr>
<tr>
<td>32 × 64</td>
<td>4.71E-5</td>
<td>4.03</td>
<td>1.09E-4</td>
<td>3.94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>8.45E-2</td>
<td>-</td>
<td>2.13E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.56E-2</td>
<td>2.43</td>
<td>5.66E-2</td>
<td>1.91</td>
</tr>
<tr>
<td>8 × 16</td>
<td>9.12E-4</td>
<td>4.10</td>
<td>5.14E-3</td>
<td>3.46</td>
</tr>
<tr>
<td>16 × 32</td>
<td>5.47E-5</td>
<td>4.06</td>
<td>3.24E-4</td>
<td>3.99</td>
</tr>
<tr>
<td>32 × 64</td>
<td>3.37E-6</td>
<td>4.02</td>
<td>2.22E-5</td>
<td>3.87</td>
</tr>
</tbody>
</table>

Full FEM Scheme
Table 4.3. An elliptic equation with mixed second order derivatives and Neumann boundary conditions.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>1.92E0</td>
<td>-</td>
<td>3.47E0</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>2.16E-1</td>
<td>3.15</td>
<td>6.05E-1</td>
<td>2.52</td>
</tr>
<tr>
<td>8 × 16</td>
<td>1.45E-2</td>
<td>3.90</td>
<td>6.12E-2</td>
<td>3.30</td>
</tr>
<tr>
<td>16 × 32</td>
<td>9.08E-4</td>
<td>4.00</td>
<td>4.05E-3</td>
<td>3.92</td>
</tr>
<tr>
<td>32 × 64</td>
<td>5.66E-5</td>
<td>4.00</td>
<td>2.76E-4</td>
<td>3.88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>1.38E0</td>
<td>-</td>
<td>2.27E0</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.46E-1</td>
<td>3.24</td>
<td>2.52E-1</td>
<td>3.17</td>
</tr>
<tr>
<td>8 × 16</td>
<td>7.49E-3</td>
<td>4.28</td>
<td>1.64E-2</td>
<td>3.94</td>
</tr>
<tr>
<td>16 × 32</td>
<td>4.31E-4</td>
<td>4.12</td>
<td>1.02E-3</td>
<td>4.01</td>
</tr>
<tr>
<td>32 × 64</td>
<td>2.61E-5</td>
<td>4.04</td>
<td>7.47E-5</td>
<td>3.78</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>1.89E0</td>
<td>-</td>
<td>2.84E0</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.04E-1</td>
<td>4.18</td>
<td>1.45E-1</td>
<td>4.30</td>
</tr>
<tr>
<td>8 × 16</td>
<td>5.62E-3</td>
<td>4.21</td>
<td>1.86E-2</td>
<td>2.96</td>
</tr>
<tr>
<td>16 × 32</td>
<td>3.24E-4</td>
<td>4.12</td>
<td>1.67E-3</td>
<td>3.48</td>
</tr>
<tr>
<td>32 × 64</td>
<td>1.95E-5</td>
<td>4.05</td>
<td>1.32E-4</td>
<td>3.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × 4</td>
<td>1.46E-1</td>
<td>-</td>
<td>4.31E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 × 8</td>
<td>1.64E-2</td>
<td>3.16</td>
<td>6.55E-2</td>
<td>2.71</td>
</tr>
<tr>
<td>8 × 16</td>
<td>7.08E-4</td>
<td>4.53</td>
<td>3.42E-3</td>
<td>4.26</td>
</tr>
<tr>
<td>16 × 32</td>
<td>4.44E-5</td>
<td>4.06</td>
<td>4.84E-4</td>
<td>2.82</td>
</tr>
<tr>
<td>32 × 64</td>
<td>2.95E-6</td>
<td>3.85</td>
<td>7.96E-5</td>
<td>2.60</td>
</tr>
</tbody>
</table>

Full FEM Scheme
Table 4.4. An elliptic equation with mixed second order derivatives and Dirichlet boundary conditions.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 4</td>
<td>2.64E-2</td>
<td>-</td>
<td>7.01E-2</td>
<td>-</td>
</tr>
<tr>
<td>4 x 8</td>
<td>4.68E-3</td>
<td>2.50</td>
<td>1.92E-2</td>
<td>1.87</td>
</tr>
<tr>
<td>8 x 16</td>
<td>4.78E-4</td>
<td>3.29</td>
<td>2.70E-3</td>
<td>2.83</td>
</tr>
<tr>
<td>16 x 32</td>
<td>3.69E-5</td>
<td>3.69</td>
<td>2.43E-4</td>
<td>3.47</td>
</tr>
<tr>
<td>32 x 64</td>
<td>2.53E-6</td>
<td>3.87</td>
<td>1.82E-5</td>
<td>3.74</td>
</tr>
<tr>
<td>64 x 128</td>
<td>1.65E-7</td>
<td>3.94</td>
<td>1.25E-6</td>
<td>3.87</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 4</td>
<td>3.94E-2</td>
<td>-</td>
<td>7.15E-2</td>
<td>-</td>
</tr>
<tr>
<td>4 x 8</td>
<td>1.23E-2</td>
<td>1.67</td>
<td>3.28E-2</td>
<td>1.12</td>
</tr>
<tr>
<td>8 x 16</td>
<td>1.46E-3</td>
<td>3.08</td>
<td>5.42E-3</td>
<td>2.60</td>
</tr>
<tr>
<td>16 x 32</td>
<td>1.14E-4</td>
<td>3.68</td>
<td>3.96E-4</td>
<td>3.78</td>
</tr>
<tr>
<td>32 x 64</td>
<td>7.75E-6</td>
<td>3.88</td>
<td>2.62E-5</td>
<td>3.92</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 4</td>
<td>4.08E-2</td>
<td>-</td>
<td>7.67E-2</td>
<td>-</td>
</tr>
<tr>
<td>4 x 8</td>
<td>1.01E-2</td>
<td>2.02</td>
<td>3.39E-2</td>
<td>1.18</td>
</tr>
<tr>
<td>8 x 16</td>
<td>5.22E-4</td>
<td>4.27</td>
<td>1.72E-3</td>
<td>4.30</td>
</tr>
<tr>
<td>16 x 32</td>
<td>3.14E-5</td>
<td>4.05</td>
<td>9.57E-5</td>
<td>4.17</td>
</tr>
<tr>
<td>32 x 64</td>
<td>1.99E-6</td>
<td>3.98</td>
<td>5.71E-6</td>
<td>4.07</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$l^2$ error</th>
<th>order</th>
<th>$l^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 4</td>
<td>7.35E-2</td>
<td>-</td>
<td>1.99E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 x 8</td>
<td>5.94E-3</td>
<td>3.63</td>
<td>2.43E-2</td>
<td>3.03</td>
</tr>
<tr>
<td>8 x 16</td>
<td>4.31E-4</td>
<td>3.79</td>
<td>2.01E-3</td>
<td>3.60</td>
</tr>
<tr>
<td>16 x 32</td>
<td>2.83E-5</td>
<td>3.93</td>
<td>1.76E-4</td>
<td>3.93</td>
</tr>
<tr>
<td>32 x 64</td>
<td>1.68E-6</td>
<td>4.07</td>
<td>8.41E-6</td>
<td>4.07</td>
</tr>
</tbody>
</table>
Table 4.5. A Poisson equation with coefficient \(\min a(x, y) \approx 0.001\).

<table>
<thead>
<tr>
<th>Mesh</th>
<th>(l^2) error</th>
<th>order</th>
<th>(l^\infty) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 4</td>
<td>2.78E-1</td>
<td>-</td>
<td>4.52E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 \times 8</td>
<td>6.22E-2</td>
<td>2.16</td>
<td>2.08E-1</td>
<td>1.12</td>
</tr>
<tr>
<td>8 \times 16</td>
<td>1.09E-2</td>
<td>2.51</td>
<td>8.44E-2</td>
<td>1.30</td>
</tr>
<tr>
<td>16 \times 32</td>
<td>1.31E-3</td>
<td>3.05</td>
<td>1.81E-2</td>
<td>2.22</td>
</tr>
<tr>
<td>32 \times 64</td>
<td>1.08E-4</td>
<td>3.60</td>
<td>1.75E-3</td>
<td>3.38</td>
</tr>
<tr>
<td>64 \times 128</td>
<td>7.24E-6</td>
<td>3.90</td>
<td>1.52E-4</td>
<td>3.53</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>(l^2) error</th>
<th>order</th>
<th>(l^\infty) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 4</td>
<td>2.81E-1</td>
<td>-</td>
<td>4.59E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 \times 8</td>
<td>4.69E-2</td>
<td>2.58</td>
<td>1.37E-1</td>
<td>1.74</td>
</tr>
<tr>
<td>8 \times 16</td>
<td>5.06E-3</td>
<td>3.21</td>
<td>3.75E-2</td>
<td>1.87</td>
</tr>
<tr>
<td>16 \times 32</td>
<td>7.04E-4</td>
<td>2.85</td>
<td>7.86E-3</td>
<td>2.25</td>
</tr>
<tr>
<td>32 \times 64</td>
<td>6.74E-5</td>
<td>3.39</td>
<td>1.21E-3</td>
<td>2.70</td>
</tr>
<tr>
<td>64 \times 128</td>
<td>4.94E-6</td>
<td>3.77</td>
<td>1.17E-4</td>
<td>3.37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>(l^2) error</th>
<th>order</th>
<th>(l^\infty) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 4</td>
<td>2.68E-1</td>
<td>-</td>
<td>5.48E-1</td>
<td>-</td>
</tr>
<tr>
<td>4 \times 8</td>
<td>2.91E-1</td>
<td>3.21</td>
<td>1.59E-1</td>
<td>1.78</td>
</tr>
<tr>
<td>8 \times 16</td>
<td>3.51E-3</td>
<td>3.05</td>
<td>4.02E-2</td>
<td>1.98</td>
</tr>
<tr>
<td>16 \times 32</td>
<td>2.86E-4</td>
<td>3.62</td>
<td>3.60E-3</td>
<td>3.48</td>
</tr>
<tr>
<td>32 \times 64</td>
<td>1.86E-5</td>
<td>3.94</td>
<td>2.31E-4</td>
<td>3.96</td>
</tr>
<tr>
<td>64 \times 128</td>
<td>1.17E-6</td>
<td>4.00</td>
<td>1.53E-5</td>
<td>3.91</td>
</tr>
</tbody>
</table>
The errors at $Z_0$ are shown in Table 4.1 and Table 4.2. We can see that the four schemes are all fourth order in the discrete 2-norm on $Z_0$. Even though we did not discuss the max norm error on $Z_0$, we should expect a $|\ln h|$ factor in the order of $l^\infty$ error over $Z_0$ due to (2.4), which was proven upon the discrete Green’s function.

Next we consider an elliptic equation with purely Dirichlet or purely Neumann boundary conditions:

$$\nabla \cdot (a \nabla u) + cu = f \quad \text{on} \quad [0, 1] \times [0, 2]$$

where $a = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}$, $a_{11} = 10 + 30y^5 + x \cos y + y$, $a_{12} = a_{21} = 2 + 0.5(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4 + y^3)$, $a_{22} = 10 + x^5$, $c = 1 + x^4 y^3$ and $u(x, y) = 0.1(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4 + y^3)$. The errors at $Z_0$ are listed in Table 4.3 and Table 4.4. Recall that only $O(h^{3.5})$ can be proven due to the mixed second order derivatives for the Neumann boundary conditions as discussed in Remark 4.4.13, we observe around fourth order accuracy for (4.4) and (4.5) for Neumann boundary conditions in this particular example.

4.5.2 Robustness

In Table 4.1 and Table 4.2, the errors of approximated coefficient schemes (4.4), (4.5) and the Gauss Lobatto quadrature scheme (2.2) are close to one another. We observe that the scheme (4.5) tends to be more accurate than (4.4) and (2.2) when the coefficient $a(x, y)$ is closer to zero in the Poisson equation. See Table 4.5 for errors of solving $\nabla \cdot (a \nabla u) = f \quad \text{on} \quad [0, 1] \times [0, 2]$ with Dirichlet boundary conditions, $a(x, y) = 1 + \varepsilon x^3 y^5 + \cos(x^3 y^2 + 1)$ and $u(x, y) = 0.1(\sin(\pi x) + x^3)(\sin(\pi y) + y^3) + \cos(x^4 + y^3)$ where $\varepsilon = 0.001$. Here the smallest value of $a(x, y)$ is around $\varepsilon = 0.001$. We remark that the difference among three schemes is much smaller for larger $\varepsilon$ such as $\varepsilon = 0.1$ as in Table 4.1.

4.6 Concluding Remarks

We have shown that the classical superconvergence of functions values at Gauss Lobatto points in $C^0$-$Q^k$ finite element method for an elliptic problem still holds if replacing the coefficients by their piecewise $Q^k$ Lagrange interpolants at the Gauss Lobatto points. Such a
superconvergence result can be used for constructing a fourth order accurate finite difference type scheme by using $Q^2$ approximated variable coefficients. Numerical tests suggest that this is an efficient and robust implementation of $C^0$-$Q^2$ finite element method without affecting the superconvergence of function values.
5. ON THE MONOTONICITY AND DISCRETE MAXIMUM PRINCIPLE OF THE FINITE DIFFERENCE IMPLEMENTATION OF $C^0$-$Q^2$ FINITE ELEMENT METHOD

5.1 Introduction

5.1.1 Monotonicity and discrete maximum principle

Consider a Poisson equation with variable coefficients and Dirichlet boundary conditions on a two dimensional rectangular domain $\Omega = (0,1) \times (0,1)$:

$$
\mathcal{L}u \equiv -\nabla \cdot (a \nabla u) + cu = 0 \quad \text{on} \quad \Omega,
$$

$$
u = g \quad \text{on} \quad \partial \Omega,
$$

where $a(x,y) \in C^1(\bar{\Omega})$, $c(x,y) \in C^0(\bar{\Omega})$ with $0 < a_{\min} \leq a(x,y) \leq a_{\max}$ and $c(x,y) \geq 0$. For a smooth function $u \in C^2(\Omega) \cap C(\bar{\Omega})$, maximum principle holds [14]: $\mathcal{L}u \leq 0$ in $\Omega \Rightarrow \max_{\bar{\Omega}} u \leq \max \{0, \max_{\partial \Omega} u\}$, and in particular,

$$
\mathcal{L}u = 0 \text{ in } \Omega \Rightarrow |u(x,y)| \leq \max_{\partial \Omega} |u|, \quad \forall (x,y) \in \Omega.
$$

For various purposes, it is desired to have numerical schemes to satisfy (5.2) in the discrete sense. A linear approximation to $\mathcal{L}$ can be represented as a matrix $L_h$. The matrix $L_h$ is called monotone if its inverse has nonnegative entries, i.e., $L_h^{-1} \geq 0$. All matrix inequalities in this chapter are entrywise inequalities. One sufficient condition for the discrete maximum principle is the monotonicity of the scheme, which was also used to prove convergence of numerical schemes, e.g., [16]–[19].

In this chapter, we will discuss the monotonicity and discrete maximum principle of the simplest finite difference implementation of the continuous finite element method with $Q^2$ basis (i.e., tensor product of quadratic polynomial) for (5.1), which is a fourth order accurate scheme.
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5.1.2 Second order schemes and $M$-Matrices

The second order centered difference $u \approx \frac{u_{i-1} - 2u_i + u_{i+1}}{\Delta x^2}$ for solving $-u(x) = f(x), u(0) = u(1) = 0$ results in a tridiagonal $(-1, 2, -1)$ matrix, which is an $M$-Matrix. Nonsingular $M$-Matrices are inverse-positive matrices and it is the most convenient tool for constructing inverse-positive matrices. There are many equivalent definitions or characterizations of $M$-Matrices, see [67]. One convenient characterization of nonsingular $M$-Matrices are nonsingular matrices with nonpositive off-diagonal entries and positive diagonal entries, and all row sums are non-negative with at least one row sum is positive.

The continuous finite element method with piecewise linear basis forms an $M$-Matrix for the variable coefficient problem (5.1) on triangular meshes under reasonable mesh constraints [68]. The $M$-Matrix structure in linear finite element method also holds for a nonlinear elliptic equation [69]. For solving $-\Delta u = f$ on regular triangular meshes, linear finite element method reduces to the 5-point discrete Laplacian. Linear finite element method or the 5-point discrete Laplacian is the most popular method in the literature for constructing schemes satisfying a discrete maximum principle and bound-preserving properties.

Almost all high order accurate schemes result in positive off-diagonal entries in $L_h$ for solving $-\Delta u = f$ thus $L_h$ is no longer an $M$-Matrix. The only known exceptions are the fourth order accurate 9-point discrete Laplacian and the fourth order accurate compact finite difference scheme.

5.1.3 Existing high order accurate monotone methods for two-dimensional Laplacian

There are at least three kinds of high order accurate schemes which have been proven to satisfy $L_h^{-1} \geq 0$ for the Laplacian operator $\mathcal{L}u = -\Delta u$:

1. Both the fourth order accurate 9-point discrete Laplacian scheme [16], [70] and the fourth order accurate compact finite difference scheme [1], [71] for $-\Delta u = f$ can be written as $Su = Wf$ with $S$ being an $M$-Matrix and $W \geq 0$, thus $L_h^{-1} = S^{-1}M \geq 0$. 
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2. In [72], [73], Bramble and Hubbard constructed a fourth order accurate finite difference discrete Laplacian operator for which $L_h$ is not an $M$-Matrix but monotonicity $L_h^{-1} \geq 0$ is ensured through an $M$-Matrix factorization $L_h = M_1M_2$, i.e., $L_h$ is a product of two $M$-Matrices.

3. Finite element method with quadratic polynomial (P2 FEM) basis on a regular triangular mesh can be implemented as a finite difference scheme defined at vertices and edge centers of triangles [31]. The error estimate of P2 FEM is third order in $L^2$-norm. The error at vertices and edge centers are fourth order accurate in $l^2$-norm due to superconvergence. The stiffness matrix is not an $M$-Matrix but its monotonicity was proven in [21].

For discrete maximum principle to hold in P2 FEM on a generic triangular mesh, it was proven in [20] that it is necessary and sufficient to require a very strong mesh constraint, which essentially gives either regular triangulation or equilateral triangulation. Thus, the discrete maximum principle holds in P2 FEM on a regular triangulation or an equilateral triangulation. For finite element method with cubic and higher order polynomials on regular triangular meshes, it was shown that the discrete maximum principle fails in [74].

5.1.4 Other known results regarding discrete maximum principle

For one-dimensional Laplacian, discrete maximum principle was proven for arbitrarily high order finite element method using discrete Green’s function in [75]. The discrete Green’s function was also used to analyze P1 FEM in two dimensions [76]. Discontinuous coefficients were considered and a nonlinear scheme was constructed in [77]. Piecewise constant coefficient in one dimension was considered in [78]. A numerical study for high order FEM with very accurate Gauss quadrature in two dimensions showed that DMP was violated on non-uniform unstructured meshes for variable coefficients in [79]. A more general operator $\nabla(a\nabla u)$ with matrix coefficients $a$ was considered for linear FEM in [80]. See [81] for an anisotropic computational example.
5.1.5 Existing inverse-positive approaches when $L_h$ is not an $M$-Matrix

In this chapter, we will focus on the finite difference implementation of continuous finite element method with $Q^2$ basis (Q2 FEM), which will be reviewed in Section 5.2. The matrix $L_h$ in such a scheme is not an $M$-Matrix due to its off-diagonal positive entries. There are at least three methods to study whether $L_h^{-1} \geq 0$ holds when $M$-Matrix structure is lost:

1. An $M$-Matrix factorization of the form $L_h = M_1M_2$ was shown in [73] and [82]. In Appendix 5.6, we will demonstrate an $M$-Matrix factorization for the finite difference implementation of $Q^2$ FEM solving $-\Delta u = f$.

2. Perturbation of $M$-Matrices by positive off-diagonal entries without losing monotonicity was discussed in [83].

3. In [21], Lorenz proposed a sufficient condition for ensuring $L_h = M_1M_2$. Lorenz’s condition will be reviewed in Section 5.3.3.

The main result of this chapter is to prove that $L_h^{-1} \geq 0$ and a discrete maximum principle holds under some mesh constraint in the fourth order accurate finite difference implementation of $Q^2$ FEM solving (5.1) by verifying the Lorenz’s condition.

5.1.6 Extensions to the discrete maximum principle for parabolic equations

Classical solutions to the parabolic equation $u_t = \nabla \cdot (a\nabla u)$ satisfy a maximum principle [14]. With suitable boundary conditions and initial value $u(x, y, 0)$ such as periodic or homogeneous Dirichlet boundary conditions and initial minimum $\min_{\Omega} u(x, y, 0) = 0$, the solution to the initial value problem satisfies the following maximum principle:

$$\min_{(x,y)} u(x, y, 0) \leq u(x, y, t) \leq \max_{(x,y)} u(x, y, 0). \quad (5.3)$$

Now consider solving $u_t = \nabla \cdot (a\nabla u)$ with backward Euler time discretization, then $U^{n+1}$ satisfies an elliptic equation of the form (5.1):

$$-\nabla \cdot (a\nabla U^{n+1}) + \frac{1}{\Delta t} U^{n+1} = \frac{1}{\Delta t} U^n. \quad (5.4)$$
If $S_h$ denotes spatial discretization for $-\nabla \cdot (a \nabla u)$, then the numerical scheme can be written as $U^{n+1} = (I + \Delta t S_h)^{-1} U^n$. Let $\mathbf{1} = \begin{bmatrix} 1 & 1 & \ldots & 1 \end{bmatrix}^T$. Then for suitable boundary conditions usually we have $S_h \mathbf{1} = \mathbf{0}$ since $S_h$ approximates a differential operator. So we have $(I + \Delta t S_h) \mathbf{1} = \mathbf{1}$ thus $(I + \Delta t S_h)^{-1} \mathbf{1} = \mathbf{1}$. If we further have the monotonicity $(I + \Delta t S_h)^{-1} \geq 0$, then each row of the $(I + \Delta t S_h)^{-1}$ has nonnegative entries and sums to one, thus the discrete maximum principle holds $\min_j U^n_j \leq U^{n+1}_j \leq \max_j U^n_j$, which is a desired and useful property in many applications. For instance, second order centered difference or P1 finite element method has been used to construct schemes satisfying the discrete maximum principle in solving phase field equations [84]–[86]. In the rest of the chapter, we will only focus on discussing the equation (5.1), even though all discussions can be extended to solving the parabolic equation with backward Euler time discretization.

To the best of our knowledge, this is the first time that a high order accurate scheme under suitable mesh constraints is proven to be monotone in the sense $L_h^{-1} \geq 0$ for solving a variable coefficient $a(x)$ in (5.1) in two dimensions. For simplicity, we only discuss an uniform mesh in this chapter, even though the main results can be extended to non-uniform meshes. However, an additional mesh constraint is expected for the discrete maximum principle to hold. See such a mesh constraint of non-uniform meshes for Q1 FEM in [87] and P2 FEM for one-dimensional problem in [75].

This chapter is organized as follows. In Section 5.2, we describe the fourth order accurate finite difference implementation of $C^0$-$Q^2$ finite element method. In Section 5.3, we review the sufficient conditions to ensure monotonicity and discrete maximum principle. In Section 5.4, we prove that the fourth order accurate finite difference implementation of $C^0$-$Q^2$ finite element method is monotone under some mesh constraints. Numerical tests are given in Section 5.5. Concluding remarks are given in Section 5.6.
5.2 Finite Difference Implementation Of $C^0$-$Q^2$ Finite Element Method

Consider solving the following elliptic equation on $\Omega = (0, 1) \times (0, 1)$ with Dirichlet boundary conditions:

$$\mathcal{L}u \equiv -\nabla \cdot (a \nabla u) + cu = f \quad \text{on} \quad \Omega,$$
$$u = g \quad \text{on} \quad \partial \Omega. \quad (5.5)$$

Assume there is a function $\bar{g} \in H^1(\Omega)$ as an extension of $g$ so that $\bar{g}|_{\partial \Omega} = g$. The variational form of (5.1) is to find $\tilde{u} = u - \bar{g} \in H^1_0(\Omega)$ satisfying

$$\mathcal{A}(\tilde{u}, v) = (f, v) - \mathcal{A}(\bar{g}, v), \quad \forall v \in H^1_0(\Omega), \quad (5.6)$$

where $\mathcal{A}(u, v) = \iint_{\Omega} a \nabla u \cdot \nabla v dx dy + \iint_{\Omega} cu v dx dy$, $(f, v) = \iint_{\Omega} f v dx dy$.

Let $h$ be the mesh size of the rectangular mesh and $V^h_0 \subseteq H^1_0(\Omega)$ be the continuous finite element space consisting of piecewise $Q^2$ polynomials (i.e., tensor product of piecewise quadratic polynomials), then the most convenient implementation of $C^0$-$Q^2$ finite element method is to use $3 \times 3$ Gauss-Lobatto quadrature rule for all the integrals, see Figure 5.1. Such a numerical scheme can be defined as: find $u_h \in V^h_0$ satisfying

$$\mathcal{A}_h(u_h, v_h) = (f, v_h)_h - \mathcal{A}_h(g_I, v_h), \quad \forall v_h \in V^h_0, \quad (5.7)$$

where $\mathcal{A}_h(u_h, v_h)$ and $(f, v_h)_h$ denote using tensor product of 3-point Gauss-Lobatto quadrature for integrals $\mathcal{A}(u_h, v_h)$ and $(f, v_h)$ respectively, and $g_I$ is the piecewise $Q^2$ Lagrangian.
interpolation polynomial at the $3 \times 3$ quadrature points shown in Figure 5.1 of the following function:

$$g(x, y) = \begin{cases} 
0, & \text{if } (x, y) \in (0, 1) \times (0, 1), \\
g(x, y), & \text{if } (x, y) \in \partial \Omega.
\end{cases}$$

Then $\bar{u}_h = u_h + g I$ is the numerical solution for the problem (5.5). We emphasize that (5.7) is not a straightforward approximation to (5.6) since $g$ is never used. It was proven in chapter 2 that the scheme (5.7) is fourth order accurate if coefficients and exact solutions are smooth. Notice that $\bar{u}_h$ satisfies:

$$\mathcal{A}_h(\bar{u}_h, v_h) = \langle f, v_h \rangle_h, \quad \forall v_h \in V_0^h. \quad (5.8)$$

See chapter 2 for the detailed finite difference implementation and proof of fourth order accuracy for the scheme (5.7).

5.2.1 One-dimensional case

Now consider the one-dimensional Dirichlet boundary value problem:

$$-(au) + cu = f \text{ on } (0, 1),$$

$$u(0) = \sigma_0, \quad u(1) = \sigma_1.$$

Consider a uniform mesh $x_i = ih, i = 0, 1, \ldots, n + 1, h = \frac{1}{n+1}$. Assume $n$ is odd and let $M = \frac{n+1}{2}$. Define intervals $I_k = [x_{2k}, x_{2k+2}]$ for $k = 0, \ldots, M - 1$ as a finite element mesh for $P^2$ basis. Define

$$V^h = \{ v \in C^0([0, 1]) : v \in P^2(I_k), k = 0, \ldots, M - 1 \}.$$

Let $\{ \phi_i \}_{i=0}^{n+1} \subset V^h$ be a basis for $V^h$ so that $\phi_i(x_j) = \delta_{ij}, i, j = 0, 1, \ldots, n + 1$. Let $u_0 = \sigma_0, u_i = u_h(x_i)$ and $u_{n+1} = \sigma_1$, then $u_h, \bar{u}_h \in V^h$ can be represented as

$$u_h(x) = \sum_{i=1}^{n} u_i \phi_i(x), \quad \bar{u}_h(x) = \sum_{i=0}^{n+1} u_i \phi_i(x).$$
Let \( f_j = f(x_j) \), then (5.8) becomes

\[
\langle au_h, \phi_i \rangle_h + \langle cu_h, \phi_i \rangle_h = \langle f, \phi_i \rangle_h, \quad i = 1, \ldots, n; \quad u_0 = \sigma_0, \quad u_{n+1} = \sigma_1,
\]

which are

\[
\sum_{j=0}^{n+1} u_j (\langle a \phi_j, \phi_i \rangle_h + \langle c \phi_j, \phi_i \rangle_h) = \sum_{j=0}^{n+1} f_j \langle \phi_j, \phi_i \rangle_h, \quad i = 1, \ldots, n;
\]

\[
u_0 = \sigma_0, \quad u_{n+1} = \sigma_1.
\]

The matrix form is \( S \mathbf{u} = M \mathbf{f} \) where

\[
\mathbf{u} = \begin{bmatrix} u_0 & u_1 & u_2 & \cdots & u_n & u_{n+1} \end{bmatrix}^T, \quad \mathbf{f} = \begin{bmatrix} \sigma_0 & f_1 & f_2 & \cdots & f_n & \sigma_1 \end{bmatrix}^T.
\]

The scheme can be written as \( \mathcal{L}_h(\mathbf{u}) = \mathbf{f} \). The linear operator \( \mathcal{L}_h \) has the matrix representation \( \mathcal{L}_h = M^{-1} S \).

For the Laplacian \( \mathcal{L} u = -u \), we have

\[
\mathcal{L}_h(\mathbf{u})_0 = u_0 = \sigma_0, \quad \mathcal{L}_h(\mathbf{u})_{n+1} = u_{n+1} = \sigma_1, \quad (5.9a)
\]

if \( i \) is odd, i.e., \( x_i \) is a cell center,

\[
\mathcal{L}_h(\mathbf{u})_i = \frac{-u_{i-1} + 2u_i - u_{i+1}}{h^2} = f_i, \quad (5.9b)
\]

if \( i \) is even, i.e., \( x_i \) is a cell end,

\[
\mathcal{L}_h(\mathbf{u})_i = \frac{u_{i-2} - 8u_{i-1} + 14u_i - 8u_{i+1} + u_{i+2}}{4h^2} = f_i. \quad (5.9c)
\]

For the variable coefficient operator \( \mathcal{L} u = -(au) + cu \), we have

\[
\mathcal{L}_h(\mathbf{u})_0 = u_0 = \sigma_0, \quad \mathcal{L}_h(\mathbf{u})_{n+1} = u_{n+1} = \sigma_1, \quad (5.10a)
\]

and if \( x_i \) is a cell center, we have

\[
\mathcal{L}_h(\mathbf{u})_i = \frac{-(3a_{i-1} + a_{i+1})u_{i-1} + 4(a_{i-1} + a_{i+1})u_i - (a_{i-1} + 3a_{i+1})u_{i+1}}{4h^2} + c_i u_i = f_i; \quad (5.10b)
\]
and if \( x_i \) is a cell end, then

\[
\mathcal{L}_h(\bar{u})_i = \frac{(3a_{i-2} - 4a_{i-1} + 3a_i)u_{i-2} - (4a_{i-2} + 12a_i)u_{i-1}}{8h^2} + \frac{(a_{i-2} + 4a_{i-1} + 18a_i + 4a_{i+1} + a_{i+2})u_i}{8h^2} + \frac{-(12a_i + 4a_{i+2})u_{i+1} + (3a_{i+2} - 4a_{i+1} + 3a_i)u_{i+2}}{8h^2} + c_iu_i = f_i.
\]  
(5.10c)

### 5.2.2 Two-dimensional case

Consider a uniform grid \((x_i, y_j)\) for a rectangular domain \([0, 1] \times [0, 1]\) where \(x_i = ih, i = 0, 1, \ldots, n + 1\) and \(y_j = jh, j = 0, 1, \ldots, n + 1\), \(h = \frac{1}{n+1}\), where \(n\) must be odd. Let \(u_{ij}\) denote the numerical solution at \((x_i, y_j)\). Let \(\bar{u}\) denote an abstract vector consisting of \(u_{ij}\) for \(i, j = 1, 2, \ldots, n\). Let \(\bar{f}\) denote an abstract vector consisting of \(f_{ij}\) for \(i, j = 1, 2, \ldots, n\) and the boundary condition \(g\) at the boundary grid points.

The scheme (5.8) for solving (5.5) can still be written as \(\mathcal{L}_h(\bar{u}) = \bar{f}\).

**Two-dimensional Laplacian**

For the Laplacian \(\mathcal{L}u = -\Delta u\), \(\mathcal{L}_h(\bar{u})\) can be expressed as the following. If \((x_i, y_j) \in \partial\Omega\), then

\[
\mathcal{L}_h(\bar{u})_{i,j} = u_{i,j} = g_{i,j}.
\]

If \((x_i, y_j)\) is an interior grid point and a cell center , \(\mathcal{L}_h(\bar{u})_{i,j}\) is equal to

\[
\frac{-u_{i-1,j} - u_{i+1,j} + 4u_{i,j} - u_{i,j+1} - u_{i+1,j}}{h^2} = f_{i,j}.
\]

(5.11a)

For interior grid points, there are three types: cell center, edge center and knots. See Figure 5.2. If \((x_i, y_j)\) is an interior grid point and an edge center for an edge parallel to x-axis, \(\mathcal{L}_h(\bar{u})_{i,j}\) is equal to

\[
\frac{-u_{i-1,j} + 2u_{i,j} - u_{i+1,j}}{h^2} + \frac{u_{i,j-2} - 8u_{i,j-1} + 14u_{i,j} - 8u_{i,j+1} + u_{i,j+2}}{4h^2} = f_{i,j}.
\]

(5.11b)
If \((x_i, y_j)\) is an interior grid point and an edge center for an edge parallel to y-axis, \(\mathcal{L}_h(\bar{u})_{i,j}\) is similarly defined as above. If \((x_i, y_j)\) is an interior grid point and a knot \((x_i, y_j)\), \(\mathcal{L}_h(\bar{u})_{i,j}\) is equal to

\[
\frac{u_{i-2,j} - 8u_{i-1,j} + 14u_{i,j} - 8u_{i+1,j} + u_{i+2,j}}{4h^2} + \frac{u_{i,j-2} - 8u_{i,j-1} + 14u_{i,j} - 8u_{i,j+1} + u_{i,j+2}}{4h^2} = f_{i,j}. \tag{5.11c}
\]

If ignoring the denominator \(h^2\), then the stencil of the operator \(\mathcal{L}_h\) at interior grid points can be represented as:

\[
\begin{array}{cccccccc}
1 & 4 & -1 & \frac{1}{4} & -\frac{1}{4} & -1 & -2 & -2 & \frac{1}{4} \\
-1 & \frac{1}{4} & -2 & 7 & -2 & 1 & -2 & 1 & \frac{1}{4} \\
-1 & \frac{1}{4} & -2 & 1 & -2 & \frac{1}{4} & -1 & \frac{1}{4} & \frac{1}{4} \\
\end{array}
\]
5.2.3 Two-dimensional variable coefficient case

For \( \mathcal{L} u = -\nabla \cdot (a \nabla u) + cu \), \( \mathcal{L}_h(\bar{u}) \) will have exactly the same stencil size as the Laplacian case. At boundary points \((x_i, y_j) \in \partial \Omega\), \( \mathcal{L}_h(\bar{u}) = \bar{f} \) becomes

\[
\mathcal{L}_h(\bar{u})_{i,j} = u_{i,j} = g_{i,j}. \tag{5.12a}
\]

If \((x_i, y_j)\) is an interior grid point and a cell center, \( \mathcal{L}_h(\bar{u})_{i,j} \) is equal to

\[
\frac{-(3a_{i-1,j} + a_{i+1,j})u_{i-1,j} + 4(a_{i-1,j} + a_{i+1,j})u_{i,j} - (a_{i-1,j} + 3a_{i+1,j})u_{i+1,j}}{4h^2} + \frac{-(3a_{i,j-1} + a_{i,j+1})u_{i,j-1} + 4(a_{i,j-1} + a_{i,j+1})u_{i,j} - (a_{i,j-1} + 3a_{i,j+1})u_{i,j+1}}{4h^2} + c_{ij}u_{ij}. \tag{5.12b}
\]

If \((x_i, y_j)\) is an interior grid point and a knot, \( \mathcal{L}_h(\bar{u})_{i,j} \) is equal to

\[
\frac{(3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})u_{i-2,j} - (4a_{i-2,j} + 12a_{i,j})u_{i-1,j}}{8h^2} + \frac{(a_{i-2,j} + 4a_{i-1,j} + 18a_{i,j} + 4a_{i+1,j} + a_{i+2,j})u_{i,j}}{8h^2} + \frac{-(12a_{i,j} + 4a_{i+2,j})u_{i+1,j} + (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})u_{i+2,j}}{8h^2} + \frac{(3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})u_{i,j-2} - (4a_{i,j-2} + 12a_{i,j})u_{i,j-1}}{8h^2} + \frac{(a_{i,j-2} + 4a_{i,j-1} + 18a_{i,j} + 4a_{i,j+1} + a_{i,j+2})u_{i,j}}{8h^2} - \frac{-(12a_{i,j} + 4a_{i,j+2})u_{i,j+1} + (3a_{i,j+2} - 4a_{i,j+1} + 3a_{i,j})u_{i,j+2}}{8h^2} + c_{ij}u_{ij}. \tag{5.12c}
\]
If \((x_i, y_j)\) is an interior grid point and an edge center for an edge parallel to \(y\)-axis, \(L_h(\bar{u})_{i,j}\) is equal to
\[
\frac{(3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})u_{i-2,j} - (4a_{i-2,j} + 12a_{i,j})u_{i-1,j}}{8h^2} + \frac{(a_{i-2,j} + 4a_{i-1,j} + 18a_{i,j} + 4a_{i+1,j} + a_{i+2,j})u_{i,j}}{8h^2} + \frac{-(12a_{i,j} + 4a_{i+2,j})u_{i+1,j} + (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})u_{i+2,j}}{8h^2} + \frac{-(3a_{i,j-1} + a_{i,j+1})u_{i,j-1} + 4(a_{i,j-1} + a_{i,j+1})u_{i,j} - (a_{i,j-1} + 3a_{i,j+1})u_{i+1,j}}{4h^2} + c_{ij}u_{ij}.
\]

If \((x_i, y_j)\) is an interior grid point and an edge center for an edge parallel to \(x\)-axis, \(L_h(\bar{u})_{i,j}\) is equal to
\[
\frac{(3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})u_{i,j-2} - (4a_{i,j-2} + 12a_{i,j})u_{i,j-1}}{8h^2} + \frac{(a_{i,j-2} + 4a_{i,j-1} + 18a_{i,j} + 4a_{i,j+1} + a_{i,j+2})u_{i,j}}{8h^2} + \frac{-(12a_{i,j} + 4a_{i,j+2})u_{i,j+1} + (3a_{i,j+2} - 4a_{i,j+1} + 3a_{i,j})u_{i,j+2}}{8h^2} + \frac{-(3a_{i-1,j} + a_{i+1,j})u_{i-1,j} + 4(a_{i-1,j} + a_{i+1,j})u_{i,j} - (a_{i-1,j} + 3a_{i+1,j})u_{i+1,j}}{4h^2} + c_{ij}u_{ij}.
\]

### 5.3 Sufficient Conditions For Monotonicity And Discrete Maximum Principle

#### 5.3.1 Discrete maximum principle

Assume there are \(N\) grid points in the domain \(\Omega\) and \(N^\partial\) grid points on \(\partial\Omega\). Define
\[
\begin{align*}
\mathbf{u} &= \begin{pmatrix} u_1 & u_2 & \cdots & u_N \end{pmatrix}^T, \quad \mathbf{u}^\partial = \begin{pmatrix} u_1^\partial & u_2^\partial & \cdots & u_N^\partial \end{pmatrix}^T, \\
\bar{\mathbf{u}} &= \begin{pmatrix} u_1 & u_2 & \cdots & u_N & u_1^\partial & u_2^\partial & \cdots & u_N^\partial \end{pmatrix}^T.
\end{align*}
\]
A finite difference scheme can be written as

\[ \mathcal{L}_h(\bar{u})_i = \sum_{j=1}^{N} b_{ij} u_j + \sum_{j=1}^{N^\partial} b_{ij}^\partial u_j^\partial = f_i, \quad 1 \leq i \leq N, \]

\[ u_i^\partial = g_i, \quad 1 \leq i \leq N^\partial. \]

The matrix form is

\[ \bar{L}_h \bar{u} = \bar{f}, \quad \bar{L}_h = \begin{pmatrix} L_h & B^\partial \\ 0 & I \end{pmatrix}, \quad \bar{u} = \begin{pmatrix} u \\ u^\partial \end{pmatrix}, \quad \bar{f} = \begin{pmatrix} f \\ g \end{pmatrix}. \]

The discrete maximum principle is

\[ \mathcal{L}_h(\bar{u})_i \leq 0, \quad 1 \leq i \leq N \implies \max_i u_i \leq \max_i \{0, \max_i u_i^\partial\} \quad (5.13) \]

which implies

\[ \mathcal{L}_h(\bar{u})_i = 0, \quad 1 \leq i \leq N \implies |u_i| \leq \max_i |u_i^\partial|. \]

The following result was proven in [15]:

**Theorem 5.3.1.** A finite difference operator \( \mathcal{L}_h \) satisfies the discrete maximum principle (5.13) if \( \bar{L}_h^{-1} \geq 0 \) and all row sums of \( \bar{L}_h \) are non-negative.

Let \( \bar{u} \) and \( \bar{f} \) be the same vectors as defined in Section 5.2. For the same finite difference scheme, the matrix form can also be written as

\[ \bar{L}_h \bar{u} = \bar{f}. \]

Notice that there exist two permutation matrices \( P_1 \) and \( P_2 \) such that \( \bar{u} = P_1 \bar{u} \) and \( \bar{f} = P_2 \bar{f} \).

Since the matrix vector form of the same scheme is also \( \bar{L}_h \bar{u} = \bar{f} \), we obtain \( P_2^{-1} \bar{L}_h P_1 = \bar{L}_h \).

Notice that a permutation matrix \( P \) is inverse-positive and the signs of row sums will not be altered after multiplying \( P \) to \( \bar{L}_h \). Thus we have

**Theorem 5.3.2.** If \( \bar{L}_h \) is inverse-positive and row sums of \( \bar{L}_h \) are non-negative, then \( \mathcal{L}_h \) satisfies the discrete maximum principle (5.13).
Notice that \( \tilde{L}_h^{-1} = \begin{pmatrix} L_h^{-1} & -L_h^{-1}B^\theta \\ 0 & I \end{pmatrix} \), thus we have

**Theorem 5.3.3.** If \( \tilde{L}_h^{-1} \geq 0 \), then \( \tilde{L}_h^{-1} \geq 0 \) and thus \( L_h^{-1} \geq 0 \).

Let \( \mathbf{1} \) denote a vector of suitable size with 1 as entries, then for all schemes in Section 5.2, \( L_h(\mathbf{1}) \geq 0 \), which implies the row sums of \( \tilde{L}_h \) are non-negative. Thus from now on, we only need to discuss the monotonicity of the matrix \( \tilde{L}_h \).

### 5.3.2 Characterizations of nonsingular \( M \)-Matrices

\( M \)-Matrices belong to the set of \( Z \)-matrices which are matrices with nonpositive off-diagonal entries. Nonsingular \( M \)-Matrices are always inverse-positive. See [67] for the definition and various characterization of nonsingular \( M \)-Matrices. The following is a convenient sufficient condition to characterize nonsingular \( M \)-Matrices:

**Theorem 5.3.4.** For a real square matrix \( A \) with positive diagonal entries and non-positive off-diagonal entries, \( A \) is a nonsingular \( M \)-Matrix if all the row sums of \( A \) are non-negative and at least one row sum is positive.

**Proof.** By condition \( C_{10} \) in [67], \( A \) is a nonsingular \( M \)-Matrix if and only if \( A + aI \) is nonsingular for any \( a \geq 0 \). Since all the row sums of \( A \) are non-negative and at least one row sum is positive, the matrix \( A \) is irreducibly diagonally dominant thus nonsingular, and \( A + aI \) is strictly diagonally dominant thus nonsingular for any \( a > 0 \).

**Definition 1.** Let \( \mathcal{N} = \{1, 2, \ldots, n\} \). For \( \mathcal{N}_1, \mathcal{N}_2 \subset \mathcal{N} \), we say a matrix \( A \) of size \( n \times n \) connects \( \mathcal{N}_1 \) with \( \mathcal{N}_2 \) if

\[
\forall i_0 \in \mathcal{N}_1, \exists i_r \in \mathcal{N}_2, \exists i_1, \ldots, i_{r-1} \in \mathcal{N} \text{ s.t. } a_{i_{k-1}i_k} \neq 0, \text{ } k = 1, \ldots, r. \tag{5.14}
\]

If perceiving \( A \) as a directed graph adjacency matrix of vertices labeled by \( \mathcal{N} \), then (5.14) simply means that there exists a directed path from any vertex in \( \mathcal{N}_1 \) to at least one vertex in \( \mathcal{N}_2 \). In particular, if \( \mathcal{N}_1 = \emptyset \), then any matrix \( A \) connects \( \mathcal{N}_1 \) with \( \mathcal{N}_2 \).
Given a square matrix $A$ and a column vector $x$, we define

$$\mathcal{N}^0(Ax) = \{ i : (Ax)_i = 0 \}, \quad \mathcal{N}^+(Ax) = \{ i : (Ax)_i > 0 \}.$$ 

By condition $L_{36}$ in [67], we have the following characterization of nonsingular $M$-Matrices:

**Theorem 5.3.5.** For a real square matrix $A$ with non-positive off-diagonal entries, if there is a vector $x > 0$ with $Ax \geq 0$ s.t. $A$ connects $\mathcal{N}^0(Ax)$ with $\mathcal{N}^+(Ax)$, then $A$ is a nonsingular $M$-Matrix thus $A^{-1} \geq 0$.

### 5.3.3 Lorenz’s sufficient condition for monotonicity

All results in this subsection were first shown in [21]. For completeness, we include a detailed proof.

Given a matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$, define its diagonal, positive and negative off-diagonal parts as $n \times n$ matrices $A_d, A_a, A_a^+, A_a^-:

$$(A_d)_{ij} = \begin{cases} a_{ii}, & \text{if } i = j, \\ 0, & \text{if } i \neq j \end{cases}, \quad A_a = A - A_d,$$

$$(A_a^+)_{ij} = \begin{cases} a_{ij}, & \text{if } a_{ij} > 0, \quad i \neq j, \\ 0, & \text{otherwise.} \end{cases}, \quad A_a^- = A_a - A_a^+.$$ 

**Lemma 5.3.6.** If $A$ is monotone, then for any two matrices $B \geq C$, $A^{-1}B \geq A^{-1}C$.

**Proof.** For any two column vectors $b \geq c$, we have

$$b - c \geq 0 \Rightarrow A^{-1}(b - c) \geq 0 \Rightarrow A^{-1}b \geq Ac.$$ 

By considering $b$ and $c$ as column vectors of $B$ and $C$, we get $A^{-1}B \geq A^{-1}C$. \hfill \Box

**Lemma 5.3.7.** If $A$ is an $M$-Matrix, then $A_d \geq A$ and $A^{-1} \geq A_d^{-1}$. 
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Proof. $A_d \geq A$ is trivial. $A$ is monotone, thus

$$A_d \geq A \Rightarrow A^{-1}A_d \geq A^{-1}A = I.$$  

And $A_d^{-1} \geq 0$ implies

$$A^{-1}A_d \geq I \Rightarrow A^{-1}A_dA_d^{-1} \geq IA_d^{-1} \Rightarrow A^{-1} \geq A_d^{-1}.$$  

\[\square\]

**Theorem 5.3.8.** If $A_a \leq 0$ and there exists a nonzero vector $e \in \mathbb{R}^n$ such that $e \geq 0$ and $Ae \geq 0$. Moreover, $A$ connects $N^0(Ae)$ with $N^+(Ae)$. Then the following hold:

- $e > 0$.
- $a_{ii} > 0$, $\forall i \in N$.
- $A$ is a $M$-Matrix and $A^{-1} \geq 0$.

**Proof.** Assume there is one index $i$ such that $e_i = 0$, then

$$0 \leq (Ae)_i = \sum_{j \neq i} a_{ij}e_j \leq 0 \Rightarrow (Ae)_i = 0 \Rightarrow \sum_{j \neq i} a_{ij}e_j = 0 \Rightarrow a_{ij}e_j = 0, \forall j.$$  

Thus if $a_{ij} < 0$, then $e_j = 0$, which implies $(Ae)_j = 0$ by the same argument as above. Therefore, $A$ has no off-diagonal nonzero entry $a_{kl}$ such that $k \in N^0(Ae)$ and $l \in N^+(Ae)$.

In other words, if $A$ represents the graph adjacency matrix for a directed graph of vertices indexed by $1, 2, \cdots, n$, then any edge starting from a vertex $i \in N^0(Ae)$ points to vertices in $N^0(Ae)$, thus there is no directed path from $i \in N^0(Ae)$ to any vertex in $N^+(Ae)$, which contradicts to the assumption that $A$ connects $N^0(Ae)$ with $N^+(Ae)$. With $e > 0$, the rest is proven by following Theorem 5.3.5.  

\[\square\]

**Corollary 5.3.9.** If $A$ is a nonsingular $M$-Matrix, $f \in \mathbb{R}^n$ is a nonzero vector with $f \geq 0$ and $A$ connects $N^0(f)$ with $N^+(f)$, then $A^{-1}f > 0$.

**Proof.** By using $e = A^{-1}f \geq 0$ in Theorem 5.3.8, we get $A^{-1}f > 0$.  

\[\square\]
Theorem 5.3.10. If $A \leq M_1 M_2 \cdots M_k L$ where $M_1, \cdots, M_k$ are nonsingular $M$-matrices and $L_a \leq 0$, and there exists a nonzero vector $e \geq 0$ such that one of the matrices $M_1, \cdots, M_k, L$ connects $N^0(Ae)$ with $N^+(Ae)$. Then $A$ is a product of $k + 1$ nonsingular $M$-matrices thus $A^{-1} \geq 0$.

Proof. Let $M = M_1 M_2 \cdots M_k$, then $M$ is monotone. By Lemma 5.3.6, we get

$$M^{-1}A \leq L,$$  

(5.15)

thus

$$(M^{-1}A)_a \leq 0.$$  

(5.16)

For each $M_i$, $i = 1, \ldots, k$, by Lemma 5.3.7, we have

$$(M_i)^{-1} \geq ((M_i)_d)^{-1} \Rightarrow M^{-1} \geq (M_k)_d^{-1} \cdots (M_1)_d^{-1},$$  

(5.17)

which implies

$$M^{-1}Ae \geq cAe,$$  

(5.18)

for some positive number $c$.

If $L$ connects $N^0(Ae)$ with $N^+(Ae)$, then $M^{-1}A$ also connects $N^0(Ae)$ with $N^+(Ae)$ because (5.15) implies that $(M^{-1}A)_{ij} \neq 0$ whenever $L_{ij} \neq 0$ for any $i \neq j$. By (5.18), $N^+(Ae) \subset N^+(M^{-1}Ae)$ and $N^0(M^{-1}Ae) \subset N^0(Ae)$, thus $M^{-1}A$ also connects $N^0(M^{-1}Ae)$ with $N^+(M^{-1}Ae)$. With (5.16), by Theorem 5.3.8, $M^{-1}A$ is a nonsingular $M$-Matrix thus $A$ is a product of $k + 1$ $M$-Matrices which implies $A$ is monotone.

If $M_i$ connects $N^0(Ae)$ with $N^+(Ae)$ for some $1 \leq i \leq k$. Let $M = M_1 \cdots M_{i-1}$. Similar to (5.17) and (5.18), we get

$$(M)^{-1}Ae \geq c_2 Ae, \quad c_2 > 0,$$  

(5.19)

which implies that $M_i$ connects $N^0((M)^{-1}Ae)$ with $N^+(M)^{-1}Ae)$. By Corollary 5.3.9, we know $M_i^{-1}(M)^{-1}Ae > 0$, thus $M^{-1}Ae > 0$. With (5.16), through Theorem 5.3.8 we
find \( M^{-1}A \) is a \( M \)-Matrix thus \( A \) is a product of \( k + 1 \) \( M \)-Matrices which implies \( A \) is monotone.

\[ \text{Theorem 5.3.11.} \text{ If } A^a - \text{ has a decomposition: } A^a = A^z + A^s = (a^z_{ij}) + (a^s_{ij}) \text{ with } A^s \leq 0 \text{ and } A^z \leq 0, \text{ such that} \]

\[ \begin{align*}
A_d + A^z \text{ is a nonsingular } M \text{-Matrix,} & \quad (5.20a) \\
A^a_a \leq A^z A^{-1}_d A^s \text{ or equivalently } \forall a_{ij} > 0 \text{ with } i \neq j, a_{ij} \leq \sum_{k=1}^{n} a^z_{ik} a^{-1}_{kk} a^s_{kj}, & \quad (5.20b) \\
\exists e \in \mathbb{R}^n \setminus \{0\}, e \geq 0 \text{ with } Ae \geq 0 \text{ s.t. } A^z \text{ or } A^s \text{ connects } N^0(Ae) \text{ with } N^+(Ae). & \quad (5.20c)
\end{align*} \]

Then \( A \) is a product of two nonsingular \( M \)-Matrices thus \( A^{-1} \geq 0 \).

\[ \text{Proof.} \text{ By (5.20b), we have} \]

\[ A = A_d + A^z + A^s + A^a_a \leq (A_d + A^z)(I + A^{-1}_d A^s). \quad (5.21) \]

By (5.20c), either \( A_d + A^z \) or \( I + A^{-1}_d A^s \) connects \( N^0(Ae) \) with \( N^+(Ae) \). By applying Theorem 5.3.10 for the case \( k = 1, M_1 = A_d + A^z \) and \( L = I + A^{-1}_d A^s \), we get \( A^{-1} \geq 0 \). \( \square \)

\section{5.4 The Main Result}

For a general matrix, conditions (5.20) in Theorem 5.3.11 can be difficult to verify. We will first derive a simplified version of Theorem 5.3.11 then verify it for the schemes in Section 5.2.

\subsection{5.4.1 A simplified sufficient condition for monotonicity}

We will take advantage of the directed graph described by the 5-point discrete Laplacian, i.e., the second order centered difference scheme, which has similar off-diagonal negative entry patterns as the schemes in Section 5.2.
Figure 5.3. An illustration of the directed graph described by off-diagonal entries of the matrix in (5.22): the domain $[0, 1]$ is discretized by a uniform 5-point grid; the black points are interior grid points and the blue ones are the boundary grid points. There is a directed path from any interior grid point to at least one of the boundary points.

For the one-dimensional problem $-u = f, x \in (0, 1)$ with $u(0) = u(1)$, the scheme can be written as $u_0 = \sigma_0, u_{n+1} = \sigma_1, \frac{-u_{i-1} + 2u_i - u_{i+1}}{h^2} = f_i, i = 1, \cdots, n$. The matrix vector form is $K\tilde{u} = \tilde{f}$ where

\[
K = \frac{1}{h^2} \begin{pmatrix}
    & h^2 & -1 & 2 & -1 & \cdots & & -1 \\
    & -1 & 2 & -1 & \ddots & \ddots & \ddots & -1 \\
    & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    & & & -1 & 2 & -1
\end{pmatrix},
\]

which described the directed graph illustrated in Figure 5.3. Let $\mathbf{1}$ denote a vector of suitable size with each entry as 1, then $(K\mathbf{1})_i = \begin{cases} 0, & i = 1, \cdots, n \\ 1, & i = 0, n + 1 \end{cases}$. By Figure 5.3, it is easy to see that $K$ connects $\mathcal{N}^0(K\mathbf{1})$ with $\mathcal{N}^+(K\mathbf{1})$.

Next we consider the second order accurate 5-point discrete Laplacian scheme for solving $-\Delta u = f$ on $\Omega = (0, 1) \times (0, 1)$ with homogeneous Dirichlet boundary conditions:

\[
-u_{i-1,j} - u_{i+1,j} + 4u_{i,j} - u_{i,j+1} - u_{i,j+1} = f_{i,j}, (x_i, y_j) \in \Omega.
\]

See Figure 5.4 for the directed graph described by its matrix representation. Let $K$ be the matrix representation of the 5-point discrete Laplacian scheme, then

\[
(K\mathbf{1})_{i,j} = \begin{cases} 1, & \text{if } (x_i, y_j) \in \partial \Omega, \\ 0, & \text{if } (x_i, y_j) \in \Omega. \end{cases}
\]

By Figure 5.4, it is easy to see that $K$ connects $\mathcal{N}^0(K\mathbf{1})$ with $\mathcal{N}^+(K\mathbf{1})$. 
Figure 5.4. An illustration of the directed graph described by off-diagonal entries in the 5-point discrete Laplacian matrix: the domain $[0,1] \times [0,1]$ is discretized by a uniform $5 \times 5$ grid; the black points are interior grid points and the blue ones are the boundary grid points. There is a directed path from any interior grid point to at least one of the boundary grid points.
Let $A := L_h$ denote the matrix representation of any scheme in Section 5.2. Then

$$(A1)_{i,j} = \begin{cases} 
1, & \text{if } (x_i, y_j) \in \partial \Omega, \\
c_{ij} \geq 0, & \text{if } (x_i, y_j) \in \Omega.
\end{cases}$$

Therefore, $\mathcal{N}^+(K1) \subset \mathcal{N}^+(A1)$ implies $\mathcal{N}^0(A1) \subset \mathcal{N}^0(K1)$, thus $K$ also connects $\mathcal{N}^0(A1)$ with $\mathcal{N}^+(A1)$. Notice that indices of nonzero off-diagonal entries in $K$ is a subset of indices of nonzero entries in $A_a^-$, thus $A_a^-$ also connects $\mathcal{N}^0(A1)$ with $\mathcal{N}^+(A1)$. So the vector $e$ can be set as 1 in (5.20c). If assuming $c(x, y) > 0$, then $A1 > 0$ thus the condition (5.20c) is trivially satisfied.

By Theorem 5.3.4, for any decomposition of off-diagonal negative entries $A_a^- = A^z + A^s$, $A_d + A^z$ is an $M$-Matrix if $(A_d + A^z)1 \neq 0$ and $(A_d + A^z)1 \geq 0$. So Theorem 5.3.11 for the schemes (5.10) and (5.12) can be simplified as

**Theorem 5.4.1.** Let $A$ denote the matrix representation of the schemes solving $-\nabla \cdot (a \nabla)u + cu = f$ in Section 5.2. Assume $A_a^-$ has a decomposition $A_a^- = A^z + A^s$ with $A^s \leq 0$ and $A^z \leq 0$. Then $A^{-1} \geq 0$ if the following are satisfied:

1. $(A_d + A^z)1 \neq 0$ and $(A_d + A^z)1 \geq 0$;
2. $A_a^+ \leq A^z A_d^{-1} A^s$;
3. For $c(x, y) \geq 0$, either $A^z$ or $A^s$ has the same sparsity pattern as $A_a^-$. If $c(x, y) > 0$, then this condition can be removed.

### 5.4.2 One-dimensional Laplacian case

As a demonstration of how to apply Theorem 5.4.1, we first consider the scheme (5.9). Let $A$ be the matrix representation of the linear operator $L_h$ in the scheme (5.9). Let $A_d$ and $A_a^\pm$ be linear operators corresponding to the matrices $A_d$ and $A_a^\pm$ respectively.
Consider the following decomposition of $A_a^- = A^z + A^s$ with $A^z = A^s = \frac{1}{2}A_a^-$: 

$$A^z(\bar{u})_0 = A^s(\bar{u})_0 = 0, \quad A^z(\bar{u})_{n+1} = A^s(\bar{u})_{n+1} = 0,$$

$$A^z(\bar{u})_i = A^s(\bar{u})_i = \frac{-u_{i-1} - u_{i+1}}{2h^2}, \quad \text{if } x_i \text{ is a cell center},$$

$$A^z(\bar{u})_i = A^s(\bar{u})_i = \frac{-8u_{i-1} - 8u_{i+1}}{8h^2}, \quad \text{if } x_i \text{ is an interior cell end}.$$

The operator $A_d$ and $A_a^+$ are given as:

$$A_d(\bar{u})_0 = u_0, \quad A_d(\bar{u})_{n+1} = u_{n+1},$$

$$A_d(\bar{u})_i = \frac{2u_i}{h^2}, \quad \text{if } x_i \text{ is a cell center},$$

$$A_d(\bar{u})_i = \frac{14u_i}{4h^2}, \quad \text{if } x_i \text{ is an interior cell end.}$$

$$A_a^+(\bar{u})_0 = 0, \quad A_a^+(\bar{u})_{n+1} = 0,$$

$$A_a^+(\bar{u})_i = 0, \quad \text{if } x_i \text{ is a cell center},$$

$$A_a^+(\bar{u})_i = \frac{u_{i-2} + u_{i+2}}{4h^2}, \quad \text{if } x_i \text{ is an interior cell end.}$$

Obviously, $A^z$ and $A^s$ both have the same sparsity pattern as $A_a^-$. It is straightforward to verify $[A^d + A^z](1)$ is a non-negative nonzero vector. So we only need to verify $A_a^+ \leq A^z A_d^{-1} A^s$ to apply Theorem 5.4.1. Since $A^z A_d^{-1} A^s \geq 0$, we only need to compare nonzero coefficients in $A_a^+(\bar{u})_i$ and $A^z \left( A_d^{-1}[A^s(\bar{u})] \right)_i$.

When $x_i$ is an interior cell end, $x_{i \pm 1}$ are cell centers, and we have

$$A^z(\bar{u})_{i-1} = \frac{-u_{i-2} - u_i}{2h^2}, \quad A_d^{-1}[A^s(\bar{u})]_{i-1} = \frac{h^2 A^s(\bar{u})_{i-2}}{2},$$

$$A^z(\bar{u})_{i} = \frac{-u_{i-1} - u_{i+1}}{2h^2}, \quad A_d^{-1}[A^s(\bar{u})]_{i} = \frac{h^2 A^s(\bar{u})_{i}}{2},$$

$$A^z(\bar{u})_{i+1} = \frac{-u_{i} - u_{i+2}}{2h^2}, \quad A_d^{-1}[A^s(\bar{u})]_{i+1} = \frac{h^2 A^s(\bar{u})_{i+2}}{2}.$$

We can verify $A_a^+ \leq A^z A_d^{-1} A^s$ by comparing only the coefficients of $u_{i \pm 2}$ in $A_a^+(\bar{u})_i$ and $A^z \left( A_d^{-1}[A^s(\bar{u})] \right)_i$ because $A^z A_d^{-1} A^s \geq 0$. By Theorem 5.4.1, we get $A^{-1} \geq 0$. 
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5.4.3 One-dimensional variable coefficient case

As we have seen in the previous discussion, all the operators are either zero or identity at the boundary points thus do not affect the discussion verifying the condition (5.20b). For the sake of simplicity, we only consider the interior grid points for the linear operators. With the positive and negative parts for a number \( f \) defined as:

\[
    f^+ = \frac{|f| + f}{2}, \quad f^- = \frac{|f| - f}{2},
\]

the linear operators \( A_d, A_a^\pm \) are

if \( x_i \) is a cell center, \( A_d(\bar{u})_i = \left( \frac{a_{i-1} + a_{i+1}}{h^2} + c_i \right) u_i; \)

if \( x_i \) is an interior cell end, \( A_d(\bar{u})_i = \left( \frac{a_{i-2} + 4a_{i-1} + 18a_i + 4a_{i+1} + a_{i+2}}{8h^2} + c_i \right) u_i. \)

if \( x_i \) is a cell center, \( A_a^+(\bar{u})_i = 0; \)

if \( x_i \) is an interior cell end, \( A_a^+(\bar{u})_i = \frac{(3a_{i-2} - 4a_{i-1} + 3a_i)^+ u_{i-2} + (3a_{i+2} - 4a_{i+1} + 3a_i)^+ u_{i+2}}{8h^2}. \)

If \( x_i \) is a cell center, \( A_a^- (\bar{u})_i = \frac{-(3a_{i-1} + a_{i+1}) u_{i-1} - (a_{i-1} + 3a_{i+1}) u_{i+1}}{4h^2}; \)

If \( x_i \) is an interior cell end, \( A_a^- (\bar{u})_i = \frac{-(3a_{i-2} - 4a_{i-1} + 3a_i)^- u_{i-2}}{8h^2} + \frac{- (4a_{i-2} + 12a_i) u_{i-1} - (12a_i + 4a_{i+2}) u_{i+1} - (3a_i - 4a_{i+1} + 3a_{i+2})^- u_{i+2}}{8h^2}. \)

We can easily verify that \( (A_d + A_a^\pm) 1 \geq 0 \) for the following \( A^\pm: \)

if \( x_i \) is a cell center, \( A^\pm(\bar{u})_i = \epsilon \frac{-(3a_{i-1} + a_{i+1}) u_{i-1} - (a_{i-1} + 3a_{i+1}) u_{i+1}}{4h^2}, \)

if \( x_i \) is an interior cell end, \( A^\pm(\bar{u})_i = \frac{-(3a_{i-2} - 4a_{i-1} + 3a_i)^- u_{i-2} - [4a_{i-2} + 12a_i - (3a_{i-2} - 4a_{i-1} + 3a_i)^+] u_{i-1}}{8h^2} + \frac{- [12a_i + 4a_{i+2} - (3a_i - 4a_{i+1} + 3a_{i+2})^+] u_{i+1} - (3a_i - 4a_{i+1} + 3a_{i+2})^- u_{i+2}}{8h^2}. \)
where $\epsilon > 0$ is a small number. Moreover, $A^2$ has the same sparsity pattern as $A^\pm$ for any $\epsilon > 0$. For $\epsilon < 1$ we can verify that $A^s = A^\pm - A^2 \leq 0$:

If $x_i$ is a cell center, $A^s(u)_i = (1 - \epsilon) \frac{-(3a_{i-1} + a_{i+1})u_{i-1} - (a_{i-1} + 3a_{i+1})u_{i+1}}{4h^2}$.

If $x_i$ is an interior cell end, $A^s(u)_i = \frac{-(3a_{i-2} - 4a_{i-1} + 3a_i)^+u_{i-1} - (3a_i - 4a_{i+1} + 3a_{i+2})^+u_{i+1}}{8h^2}$.

Now we only need to compare nonzero coefficients in $A^+(u)_i$ and $A^z(A^{-1}_d[A^s(u)_i])$ for $x_i$ being an interior cell end. When $x_i$ is an interior cell end, $x_{i \pm 1}$ are cell centers, and we have

$$A^s(u)_{i-1} = (1 - \epsilon) \frac{-(3a_{i-2} + a_i)u_{i-2} - (a_{i-2} + 3a_i)u_i}{4h^2},$$

$$A^s(u)_{i-2} = \frac{-(3a_{i-4} - 4a_{i-3} + 3a_{i-2})^+u_{i-3} - (3a_{i-2} - 4a_{i-1} + 3a_i)^+u_{i-1}}{8h^2},$$

$$A^{-1}_d[A^s(u)]_{i-1} = \frac{h^2 A^s(u)_{i-1}}{(a_{i-2} + a_i + h^2c_i-1)} = (1 - \epsilon) \frac{-(3a_{i-2} + a_i)u_{i-2} - (a_{i-2} + 3a_i)u_i}{4(a_{i-2} + a_i + h^2c_i-1)}.$$

It suffices to focus on the coefficient of $u_{i-2}$ in $A^+(A^{-1}_d[A^s(u)])$, and the discussion for the coefficient of $u_{i+2}$ is similar. Notice that $A^{-1}_d[A^s(u)]_{i-1}$ will contribute nothing to the coefficient of $u_{i-2}$. So the coefficient of $u_{i-2}$ in $A^+(A^{-1}_d[A^s(u)])$ is

$$(1 - \epsilon) \frac{(3a_{i-2} + a_i)(4a_{i-2} + 12a_i - (3a_{i-2} - 4a_{i-1} + 3a_i)^+) - (3a_{i-2} - 4a_{i-1} + 3a_i)^+}{32h^2(a_{i-2} + a_i + h^2c_i-1)}.$$

Thus to ensure $A^+_d \leq A^s A^{-1}_d A^s$, it suffices to have the following holds for any interior cell end $x_i$:

$$(1 - \epsilon) \frac{(3a_{i-2} + a_i)(4a_{i-2} + 12a_i - (3a_{i-2} - 4a_{i-1} + 3a_i)^+)}{32h^2(a_{i-2} + a_i + h^2c_i-1)} \geq \frac{(3a_{i-2} - 4a_{i-1} + 3a_i)^+}{8h^2}.$$

Equivalently, we need the following inequality holds for any cell center $x_i$:

$$(1 - \epsilon) \frac{(3a_{i-1} + a_{i+1})(4a_{i-1} + 12a_{i+1} - (3a_{i-1} - 4a_i + 3a_{i+1})^+)}{32h^2(a_{i-1} + a_{i+1} + h^2c_i)} \geq \frac{(3a_{i-1} - 4a_i + 3a_{i+1})^+}{8h^2} \quad (5.23)\]
Notice that $\epsilon$ can be any fixed number in $[0,1)$ so that $A_d + A^z$ is an $M$-Matrix and $A^z \leq 0$. And $\epsilon$ must be strictly positive so that $A^z$ has the same sparsity pattern as $A^z_a$.

Thus if there is one fixed $\epsilon \in (0,1)$ so that (5.23) holds for any cell center $x_i$, then by Theorem 5.4.1, $A^{-1} \geq 0$. A sufficient condition for (5.23) to hold for any cell center $x_i$ with some fixed $\epsilon \in (0,1)$ is to have the following inequality for any cell center $x_i$:

\[
\frac{(3a_{i-1} + a_{i+1})(4a_{i-1} + 12a_{i+1} - (3a_{i-1} - 4a_i + 3a_{i+1})^+)}{32h^2(a_{i-1} + a_{i+1} + h^2c_i)} > \frac{(3a_{i-1} - 4a_i + 3a_{i+1})^+}{8h^2}. \tag{5.24}
\]

If $3a_{i-1} - 4a_i + 3a_{i+1} \leq 0$, then (5.24) holds trivially. We only need to discuss the case $3a_{i-1} - 4a_i + 3a_{i+1} > 0$, for which (5.24) becomes

\[
(3a_{i-1} + a_{i+1})(a_{i-1} + 4a_i + 9a_{i+1}) > 4(a_{i-1} + a_{i+1} + h^2c_i)(3a_{i-1} - 4a_i + 3a_{i+1}). \tag{5.25}
\]

So we have proven the first result for the variable coefficient case:

**Theorem 5.4.2.** For the scheme (5.10) solving $-(au) + cu = f$ with $a(x) > 0$ and $c(x) \geq 0$, its matrix representation $A = \bar{L}_h$ satisfies $A^{-1} \geq 0$ if (5.25) holds for any cell center $x_i$.

The constraint (5.25) will be satisfied for small enough $h$. The proof of the following two theorems are included in the Appendix 5.6.

**Theorem 5.4.3.** For the scheme (5.10) solving $-(au) + cu = f$ with $a(x) > 0$ and $c(x) \geq 0$ on a uniform mesh, its matrix representation $A = \bar{L}_h$ satisfies $A^{-1} \geq 0$ if any of the following constraints is satisfied for each finite element cell $I_i = [x_{i-1}, x_{i+1}]$:

- There exists some $\lambda \in (\frac{3}{13}, 1)$ such that

\[
h^2c_i < \frac{13(1 - \lambda) \min_{I_i} a^2(x)}{6 \max_{I_i} a(x) - 4 \min_{I_i} a(x)}, \quad \frac{\max_{x \in I_i} |a(x)|}{\min_{x \in I_i} a(x)} < \frac{\sqrt{39} \lambda - 3}{6}.
\]

- $2h \max_{I_i} |a(x)| + h^2c_i \left(1 - \frac{2 \min_{I_i} a(x)}{3 \max_{I_i} a(x)}\right) < \frac{\min_{I_i} a^2(x)}{\max_{I_i} a(x)}$,

- If $c(x) \equiv 0$, then we only need $h \frac{\max_{x \in I_i} |a(x)|}{\min_{x \in I_i} a(x)} < \frac{\sqrt{39} - 3}{6}$.
- If \( a(x) \equiv a > 0 \), then we only need \( h^2c_i < 5a \).

**Theorem 5.4.4.** For the scheme (5.10) solving \(-au + cu = f\) with \( a(x) > 0 \) and \( c(x) \geq 0 \), its matrix representation \( A = \tilde{L}_h \) satisfies \( A^{-1} \geq 0 \) if the following mesh constraint is achieved for all cell centers \( x_i \):

\[
h^2 \left( \frac{3}{2}c_i + \max_{x \in (x_{i-1}, x_{i+1})} a(x) \right) < \frac{74}{45} \min\{a_{i-1}, a_i, a_{i+1}\}. \tag{5.26a}
\]

If \( a(x) \) is a concave function, then (5.26a) can be replaced by

\[
h^2c_i < 3 \min\{a_{i-1}, a_i, a_{i+1}\}. \tag{5.26b}
\]

**Remark 5.4.5.** For solving heat equation with backward Euler time discretization (5.4), the mesh constraints in Theorem 5.4.3 and Theorem 5.4.4 imply that a lower bound for \( \frac{\Delta t}{h^2} \) is a sufficient condition for ensuring monotonicity. Numerical tests suggest that a lower bound on \( \frac{\Delta t}{h^2} \) is also a necessary condition, see Section 5.5. A lower bound constraint on the time step is common for high order accurate spatial discretizations with backward Euler to satisfy monotonicity, e.g., [88].

### 5.4.4 Two-dimensional variable coefficient case

Next we apply Theorem 5.4.1 to the scheme (5.12). The splitting \( A_a^- = A^z + A^e \) is quite similar to one-dimensional case due to its stencil pattern.
Let $A := L_h$ be the matrix representation of the linear operator $L_h$ in the scheme (5.12). We only consider interior grid points since $L_h$ is identity operator on boundary points which do not affect applying Theorem 5.4.1. We first have

if $x_{ij}$ is a cell center, \[ A_d(\bar{u})_{ij} = \left( \frac{a_{i-1,j} + a_{i+1,j} + a_{i,j-1} + a_{i,j+1}}{h^2} + c_{ij} \right) u_{ij}; \]

if $x_{ij}$ is an edge center for an edge parallel to $y$-axis, \[ A_d(\bar{u})_{ij} = \left( \frac{(a_{i-2,j} + 4a_{i-1,j} + 18a_{ij} + 4a_{i+1,j} + a_{i+2,j}) + 8(a_{i-1,j} + a_{i,j+1})}{8h^2} + c_{ij} \right) u_{ij}; \]

if $x_{ij}$ is an edge center for an edge parallel to $x$-axis, \[ A_d(\bar{u})_{ij} = \left( \frac{(a_{i,j-2} + 4a_{i,j-1} + 18a_{ij} + 4a_{i,j+1} + a_{i,j+2}) + 8(a_{i-1,j} + a_{i,j+1})}{8h^2} + c_{ij} \right) u_{ij}; \]

if $x_{ij}$ is a knot, \[ A_d(\bar{u})_{ij} = \left( \frac{a_{i-2,j} + 4a_{i-1,j} + 18a_{ij} + 4a_{i+1,j} + a_{i+2,j}}{8h^2} + \frac{(a_{i,j-2} + 4a_{i,j-1} + 18a_{ij} + 4a_{i,j+1} + a_{i,j+2}) + c_{ij}}{8h^2} \right) u_{ij}. \]

For the operator $A_a^+$, it is given as

if $x_{ij}$ is a cell center, \[ A_a^+(\bar{u})_{ij} = 0; \]

if $x_{ij}$ is an edge center for an edge parallel to $y$-axis, \[ A_a^+(\bar{u})_{ij} = \frac{(3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij})^+ u_{i-2,j} + (3a_{i+2,j} - 4a_{i+1,j} + 3a_{ij})^+ u_{i+2,j}}{8h^2}; \]

if $x_{ij}$ is an edge center for an edge parallel to $x$-axis, \[ A_a^+(\bar{u})_{ij} = \frac{(3a_{i,j-2} - 4a_{i,j-1} + 3a_{ij})^+ u_{i,j-2} + (3a_{i,j+2} - 4a_{i,j+1} + 3a_{ij})^+ u_{i,j+2}}{8h^2}; \]

if $x_{ij}$ is a knot, \[ A_a^+(\bar{u})_{ij} = \frac{(3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij})^+ u_{i-2,j} + (3a_{i+2,j} - 4a_{i+1,j} + 3a_{ij})^+ u_{i+2,j}}{8h^2} \]
\[ + \frac{(3a_{i,j-2} - 4a_{i,j-1} + 3a_{ij})^+ u_{i,j-2} + (3a_{i,j+2} - 4a_{i,j+1} + 3a_{ij})^+ u_{i,j+2}}{8h^2}. \]
Let $\epsilon \in (0, 1)$ be a fixed number. We consider the following $A^z \leq 0$ so that $(A_d + A^z) 1 \geq 0$:

If $x_{ij}$ is a cell center, $A^z(\bar{u})_{ij} = -\epsilon \frac{(3a_{i-1,j} + a_{i+1,j})u_{i-1,j}}{4h^2} - \epsilon \frac{(a_{i-1,j} + 3a_{i+1,j})u_{i+1,j} + (3a_{i,j-1} + a_{i,j+1})u_{i,j-1} + (a_{i,j-1} + 3a_{i,j+1})u_{i,j+1}}{4h^2}$.

If $x_{ij}$ is an edge center for an edge parallel to $y$-axis, $A^z(\bar{u})_{ij} = -(3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})^{-1} u_{i-2,j} - [4a_{i-2,j} + 12a_{i,j} - (3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})^+] u_{i-1,j}$

$\qquad \quad + \frac{-[12a_{i,j} + 4a_{i+2,j} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^+] u_{i+1,j} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^{-1} u_{i+2,j}}{8h^2}$

$\qquad \quad + \frac{-\epsilon (3a_{i,j-1} + a_{i,j+1}) u_{i,j-1} - (a_{i,j-1} + 3a_{i,j+1}) u_{i,j+1}}{4h^2}$.

If $x_{ij}$ is an edge center for an edge parallel to $x$-axis, $A^z(\bar{u})_{ij} = -(3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})^{-1} u_{i,j-2} - [4a_{i,j-2} + 12a_{i,j} - (3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})^+] u_{i,j-1}$

$\qquad \quad + \frac{-[12a_{i,j} + 4a_{i+2,j} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^+] u_{i,j+1} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^{-1} u_{i,j+2}}{8h^2}$

$\qquad \quad + \frac{-\epsilon (3a_{i-1,j} + a_{i+1,j}) u_{i-1,j} - (a_{i-1,j} + 3a_{i+1,j}) u_{i+1,j}}{4h^2}$.

If $x_{ij}$ is a knot, $A^z(\bar{u})_{ij} = \frac{-3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})^{-1} u_{i-2,j} - [4a_{i-2,j} + 12a_{i,j} - (3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})^+] u_{i-1,j}}{8h^2}$

$\quad + \frac{[12a_{i,j} + 4a_{i+2,j} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^+] u_{i+1,j} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^{-1} u_{i+2,j}}{8h^2}$

$\quad + \frac{-\epsilon (3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})^{-1} u_{i,j-2} - [4a_{i,j-2} + 12a_{i,j} - (3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})^+] u_{i,j-1}}{8h^2}$

$\quad + \frac{[12a_{i,j} + 4a_{i,j+2} - (3a_{i,j+2} - 4a_{i,j+1} + 3a_{i,j})^+] u_{i,j+1} - (3a_{i,j+2} - 4a_{i,j+1} + 3a_{i,j})^{-1} u_{i,j+2}}{8h^2}$.
Then $A^s = A^a - A^z$ is given as:

if $x_i$ is a cell center, \[ A^s(\bar{u})_{ij} = \]
\[
- (1 - \epsilon) \frac{(3a_{i-1,j} + a_{i+1,j})u_{i-1,j} + (a_{i-1,j} + 3a_{i+1,j})u_{i+1,j}}{4h^2} \\
- (1 - \epsilon) \frac{(3a_{i,j-1} + a_{i,j+1})u_{i,j-1} + (a_{i,j-1} + 3a_{i,j+1})u_{i,j+1}}{4h^2}. \]

if $x_{ij}$ is an edge center for an edge parallel to $y$-axis, \[ A^s(\bar{u})_{ij} = \]
\[
- (3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})^+ u_{i-1,j} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^+ u_{i+1,j} \\
+ (1 - \epsilon) \frac{(3a_{i,j-1} + a_{i,j+1})u_{i,j-1} - (a_{i,j-1} + 3a_{i,j+1})u_{i,j+1}}{4h^2}; \]

if $x_{ij}$ is an edge center for an edge parallel to $x$-axis, \[ A^s(\bar{u})_{ij} = \]
\[
- (3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})^+ u_{i,j-1} - (3a_{i,j+2} - 4a_{i,j+1} + 3a_{i,j})^+ u_{i,j+1} \\
+ (1 - \epsilon) \frac{(3a_{i-1,j} + a_{i+1,j})u_{i-1,j} - (a_{i-1,j} + 3a_{i+1,j})u_{i+1,j}}{4h^2}; \]

if $x_{ij}$ is a knot, \[ A^s(\bar{u})_{ij} = \]
\[
- (3a_{i-2,j} - 4a_{i-1,j} + 3a_{i,j})^+ u_{i-1,j} - (3a_{i+2,j} - 4a_{i+1,j} + 3a_{i,j})^+ u_{i+1,j} \\
+ \frac{(3a_{i,j-2} - 4a_{i,j-1} + 3a_{i,j})^+ u_{i,j-1} - (3a_{i,j+2} - 4a_{i,j+1} + 3a_{i,j})^+ u_{i,j+1}}{8h^2}; \]

For the positive off-diagonal entries, $A^a(\bar{u})_{ij}$ is nonzero only for $x_{ij}$ being an edge center or a cell center. Thus to verify $A^a \leq A^s A^{-1} A^s$, it suffices to compare $A^s \left[ A^{-1} \left( A^s (\bar{u})_{ij} \right) \right]_{ij}$ with $A^a(\bar{u})_{ij}$ for $x_{ij}$ being an edge center or a cell center.

If $x_{ij}$ is an edge center for an edge parallel to $y$-axis, then $x_{i\pm1,j}$ are cell centers. Since everything here has a symmetric structure, we only need to compare the coefficients of $u_{i-2,j}$
in $\mathcal{A}^z \left[ \mathcal{A}_d^{-1} (\mathcal{A}^s (\bar{u})) \right]_{ij}$ and $\mathcal{A}_d^+ (\bar{u})_{ij}$, and the comparison for the coefficients of $u_{i+2,j}$ will be similar.

\[
\mathcal{A}^s (\bar{u})_{i-1,j} = - (1 - \epsilon) \frac{(3a_{i-2,j} + a_{ij})u_{i-2,j} + (a_{i-2,j} + 3a_{ij})u_{i,j}}{4h^2} \\
- (1 - \epsilon) \frac{(3a_{i-1,j-1} + a_{i-1,j+1})u_{i-1,j-1} + (a_{i-1,j-1} + 3a_{i-1,j+1})u_{i-1,j+1}}{4h^2}, \\
\mathcal{A}_d^{-1}[\mathcal{A}^s (\bar{u})]_{i-1,j} = - (1 - \epsilon) \frac{(3a_{i-2,j} + a_{ij})u_{i-2,j} + (a_{i-2,j} + 3a_{ij})u_{i,j}}{4(a_{i-2,j} + a_{ij} + a_{i-1,j+1} + a_{i-1,j-1} + h^2c_{i-1,j})} \\
- (1 - \epsilon) \frac{(3a_{i-1,j-1} + a_{i-1,j+1})u_{i-1,j-1} + (a_{i-1,j-1} + 3a_{i-1,j+1})u_{i-1,j+1}}{4(a_{i-2,j} + a_{ij} + a_{i-1,j+1} + a_{i-1,j-1} + h^2c_{i-1,j})}.
\]

Since the coefficient of $u_{i-2,j}$ in $\mathcal{A}_d^+ (\bar{u})_{ij}$ is $(3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij})^+/(8h^2)$, we only need to discuss the case $3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij} > 0$, for which the coefficient of $u_{i-2,j}$ in $\mathcal{A}^z \left[ \mathcal{A}_d^{-1} (\mathcal{A}^s (\bar{u})) \right]_{ij}$ becomes

\[
\frac{a_{i-2,j} + 4a_{i-1,j} + 9a_{ij}}{8h^2} \quad \frac{(1 - \epsilon)(3a_{i-2,j} + a_{ij})}{4(a_{i-2,j} + a_{ij} + a_{i-1,j+1} + a_{i-1,j-1} + h^2c_{i-1,j})}.
\]

To ensure the coefficient of $u_{i-2,j}$ in $\mathcal{A}^z \left[ \mathcal{A}_d^{-1} (\mathcal{A}^s (\bar{u})) \right]_{ij}$ is no less than the coefficient of $u_{i-2,j}$ in $\mathcal{A}_d^+ (\bar{u})_{ij}$, we need

\[
\frac{(1 - \epsilon)(a_{i-2,j} + 4a_{i-1,j} + 9a_{ij})(3a_{i-2,j} + a_{ij})}{32h^2(a_{i-2,j} + a_{ij} + a_{i-1,j+1} + a_{i-1,j-1} + h^2c_{i-1,j})} \geq \frac{3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij}}{8h^2}.
\]

Similar to the one-dimensional case, it suffices to require

\[
\frac{(a_{i-2,j} + 4a_{i-1,j} + 9a_{ij})(3a_{i-2,j} + a_{ij})}{4(a_{i-2,j} + a_{ij} + a_{i-1,j+1} + a_{i-1,j-1} + h^2c_{i-1,j})} > 3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij}.
\]

Equivalently, we need the following inequality holds for any cell center $x_{ij}$:

\[
\frac{(a_{i-1,j} + 4a_{i,j} + 9a_{i+1,j})(3a_{i-1,j} + a_{i+1,j})}{4(a_{i-1,j} + a_{i+1,j} + a_{i,j+1} + a_{i,j-1} + h^2c_{i,j})} > 3a_{i-1,j} - 4a_{i,j} + 3a_{i+1,j}.
\] (5.27a)
Notice that (5.27a) was derived for comparing $\mathcal{A}^z \left[ \mathcal{A}_d^{-1}(\mathcal{A}^s(\bar{u}))) \right]_{ij}$ and $\mathcal{A}_a^+(\bar{u})_{ij}$ for $x_{ij}$ being an edge center of an edge parallel to $y$-axis. If $x_{ij}$ is an edge center of an edge parallel to $x$-axis, then we can derive a similar constraint:

$$
\frac{(a_{i,j-1} + 4a_{i,j} + 9a_{i,j+1})(3a_{i,j-1} + a_{i,j+1})}{4(a_{i,j-1} + a_{i,j+1} + a_{i+1,j} + a_{i-1,j} + h^2c_{i,j})} > 3a_{i,j-1} - 4a_{i,j} + 3a_{i,j+1}.
$$

(5.27b)

If $x_{ij}$ is a knot, then $x_{i\pm1,j}$ are edge centers for an edge parallel to $x$-axis. Since everything here has a symmetric structure, we only need to compare the coefficients of $u_{i-2,j}$ in $\mathcal{A}^z\left[\mathcal{A}_d^{-1}(\mathcal{A}^s(\bar{u})))\right]_{ij}$ and $\mathcal{A}_a^+(\bar{u})_{ij}$, and the comparison for the coefficients of $u_{i+2,j}$, $u_{i,j-2}$ and $u_{i,j+2}$ will be similar.

$$
\mathcal{A}^s(\bar{u})_{i-1,j} = (1 - \epsilon) \frac{(3a_{i-2,j} + a_{i,j})u_{i-2,j} - (a_{i-2,j} + 3a_{i,j})u_{i,j}}{4h^2} \\
+ \frac{-(3a_{i-1,j-2} - 4a_{i-1,j-1} + 3a_{i-1,j}) + u_{i-1,j-1} - (3a_{i-1,j+2} - 4a_{i-1,j+1} + 3a_{i-1,j}) + u_{i-1,j+1}}{8h^2} \\
\mathcal{A}_d^{-1}\left[\mathcal{A}^s(\bar{u})\right]_{i-1,j} = \\
(1 - \epsilon) \frac{(3a_{i-2,j} + a_{i,j})u_{i-2,j} - (a_{i-2,j} + 3a_{i,j})u_{i,j}}{2(h_{i-2,j-2} + 4a_{i-1,j-1} + 18a_{i-1,j} + 4a_{i-1,j+1} + a_{i-1,j+2}) + 4(a_{i-2,j} + a_{i,j}) + 4h^2c_{i-1,j}} \\
+ \frac{-(3a_{i-1,j-2} - 4a_{i-1,j-1} + 3a_{i-1,j}) + u_{i-1,j-1} - (3a_{i-1,j+2} - 4a_{i-1,j+1} + 3a_{i-1,j}) + u_{i-1,j+1}}{a_{i-1,j-2} + 4a_{i-1,j-1} + 18a_{i-1,j} + 4a_{i-1,j+1} + a_{i-1,j+2}} + 8(a_{i-2,j} + a_{i,j}) + 8h^2c_{i-1,j}.
$$

For the same reason as above we still only consider the case where $3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij} > 0$. So the coefficient of $u_{i-2,j}$ in $\mathcal{A}^z\left[\mathcal{A}_d^{-1}(\mathcal{A}^s(\bar{u})))\right]_{ij}$ is

$$
\frac{1}{4h^2} \frac{(1 - \epsilon)(a_{i-2,j} + 4a_{i-1,j} + 9a_{i,j}) (3a_{i-2,j} + a_{i,j})}{(a_{i-1,j-2} + 4a_{i-1,j-1} + 18a_{i-1,j} + 4a_{i-1,j+1} + a_{i-1,j+2}) + 8(a_{i-2,j} + a_{i,j}) + 8c_{i-1,j}h^2}.
$$

To ensure the coefficient of $u_{i-2,j}$ in $\mathcal{A}^z\left[\mathcal{A}_d^{-1}(\mathcal{A}^s(\bar{u})))\right]_{ij}$ is no less than the coefficient of $u_{i-2,j}$ in $\mathcal{A}_a^+(\bar{u})_{ij}$, we only need

$$
\frac{2(a_{i-2,j} + 4a_{i-1,j} + 9a_{i,j})(3a_{i-2,j} + a_{i,j})}{(a_{i-1,j-2} + 4a_{i-1,j-1} + 18a_{i-1,j} + 4a_{i-1,j+1} + a_{i-1,j+2}) + 8(a_{i-2,j} + a_{i,j}) + 8c_{i-1,j}h^2} > 3a_{i-2,j} - 4a_{i-1,j} + 3a_{ij}.
$$
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Equivalently, we need the following inequality holds for any edge center $x_{ij}$ for an edge parallel to $x$-axis:

$$2(a_{i-1,j} + 4a_{i,j} + 9a_{i+1,j})(3a_{i-1,j} + a_{i+1,j}) \over (a_{i,j-2} + 4a_{i,j-1} + 18a_{i,j} + 4a_{i,j+1} + a_{i,j+2}) + 8(a_{i-1,j} + a_{i+1,j}) + 8c_{ij}h^2 > 3a_{i-1,j} - 4a_{i,j} + 3a_{i+1,j}. \quad (5.28a)$$

We also need the following inequality holds for any edge center $x_{ij}$ for an edge parallel to $y$-axis:

$$2(a_{i,j-1} + 4a_{i,j} + 9a_{i,j+1})(3a_{i,j-1} + a_{i,j+1}) \over (a_{i-2,j} + 4a_{i-1,j} + 18a_{i,j} + 4a_{i+1,j} + a_{i+2,j}) + 8(a_{i,j-1} + a_{i,j+1}) + 8c_{ij}h^2 > 3a_{i,j-1} - 4a_{i,j} + 3a_{i,j+1}. \quad (5.28b)$$

We have similar result to the one-dimensional case as following:

**Theorem 5.4.6.** For the scheme (5.12) solving $-\nabla \cdot (a \nabla u) + cu = f$ with $a(x) > 0$ and $c(x) \geq 0$, its matrix representation $A = \overline{L}_h$ satisfies $A^{-1} \geq 0$ if (5.27) holds for any cell center $x_{ij}$, (5.28a) holds for $x_{ij}$ being any edge center of an edge parallel to $x$-axis and (5.28b) holds for $x_{ij}$ being any edge center of an edge parallel to $y$-axis.

The constraints (5.27), (5.28a) and (5.28b) can be satisfied for small $h$.

**Theorem 5.4.7.** For the scheme (5.12) solving $-\nabla (a(x) \nabla u) + cu = f$ with $a(x) > 0$ and $c(x) \geq 0$, its matrix representation $A = \overline{L}_h$ satisfies $A^{-1} \geq 0$ if the following mesh constraint is achieved for all edge centers $x_{ij}$:

$$\min_{J_{ij}} a(x)^2 > \frac{49}{61} \max_{J_{ij}} a(x)^2 + \frac{8}{61} \left(3 \max_{J_{ij}} a(x) - 2 \min_{J_{ij}} a(x)\right) h^2 c_{ij},$$

where $J_{ij}$ is the union of two finite element cells: if $x_{ij}$ is an edge center of an edge parallel to $x$-axis, then $J_{ij} = [x_{i-1}, x_{i+1}] \times [y_{j-2}, y_{j+2}]$; if $x_{ij}$ is an edge center of an edge parallel to $y$-axis, then $J_{ij} = [x_{i-2}, x_{i+2}] \times [y_{j-1}, y_{j+1}]$. 
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Theorem 5.4.8. For the scheme (5.12) solving \(-\nabla \cdot (a\nabla u) + cu = f\) with \(a(x) > 0\) and \(c(x) \geq 0\) on a uniform mesh, its matrix representation \(A = L_h\) satisfies \(A^{-1} \geq 0\) if any of the following mesh constraints is satisfied for any edge center \(x_{ij}\):

- There exists some \(\lambda \in \left(\frac{40}{61}, 1\right)\) such that
  \[
  h^2c_{ij} < \frac{61(1 - \lambda)\min a^2(x)}{8 \left(3 \max a(x) - 2 \min a(x)\right)},
  \]
  \[
  \frac{\max |\nabla a(x)|}{\min a(x)} < \frac{\sqrt{122\lambda} - 7\sqrt{2}}{28}.
  \]

- \[
  \frac{49\sqrt{2}}{3} \max |\nabla a(x)| + 2h^2c_{ij} \left(1 - \frac{2}{3} \frac{\min a(x)}{\max a(x)}\right) < \frac{\min a^2(x)}{\max a(x)}.
  \]

- If \(c(x) \equiv 0\), then we only need \(h\frac{\max |\nabla a(x)|}{\min a(x)} < \frac{\sqrt{122} - 7\sqrt{2}}{28}\).

- If \(a(x) \equiv a > 0\), then we only need \(h^2c_{ij} < \frac{3}{2}a\).

Here the definition of \(J_{ij}\) is the same as in Theorem 5.4.7.

The proof of Theorem 5.4.7 is included in the Appendix 5.6. The proof of Theorem 5.4.8 is very similar to the proof of Theorem 5.4.3 thus omitted. Since the two-dimensional case is more complicated, it does not seem possible to derive a similar mesh constraint involving second order derivatives of \(a(x, y)\) as in Theorem 5.4.4. For instance, by Theorem 5.4.4, if \(a(x) > 0\) is concave and \(c(x) \equiv 0\), then the one-dimensional scheme (5.10) satisfies \(\bar{L}_h^{-1} \geq 0\) without any mesh constraint. For the two-dimensional scheme (5.12), even if assuming \(a(x, y) > 0\) is concave and \(c(x, y) \equiv 0\), constraints (5.27), (5.28a) and (5.28b) are not all satisfied for any \(h\).

5.5 Numerical Tests

In this section we show some numerical tests of scheme (5.12) on an uniform rectangular mesh and verify the inverse non-negativity of \(L_h\). See chapter 2 for numerical tests on the fourth order accuracy of this scheme. In order to minimize round-off errors, we redefine (5.12a) to its equivalent expression \(L_h(\bar{u})_{i,j} = \frac{1}{h^2} u_{i,j} = \frac{1}{h^2} g_{i,j}\) so that all nonzero entries in
\( \tilde{L}_h \) have similar magnitudes. By Theorem 5.3.3, we have \( L_h^{-1} \geq 0 \) whenever \( \tilde{L}_h^{-1} \geq 0 \). Even though \( L_h^{-1} \geq 0 \) is not sufficient to ensure the discrete maximum principle, in practice only \( L_h^{-1} \) is used directly thus its positivity is also important.

We first consider the following equation with purely Dirichlet conditions:

\[
-\nabla \cdot (a \nabla u) + cu = f \quad \text{on} \ [0, 1] \times [0, 2]
\]  

(5.29)

where \( c(x) \equiv 10 \) and \( a(x, y) = 1 + d \cos(\pi x) \cos(\pi y) \) with \( d = 0.5, 0.9, \) and 0.99. The smallest entries in \( L_h^{-1} \) and \( \tilde{L}_h^{-1} \) are listed in Table 5.1, in which \(-10^{-18}\) should be regarded as the numerical zero. As we can see, \( L_h^{-1} \geq 0 \) and \( \tilde{L}_h^{-1} \geq 0 \) are achieved when \( h \) is small enough.

**Table 5.1.** Minimum of entries in \( \tilde{L}_h^{-1} \) and \( L_h^{-1} \) for Poisson equation (5.29) with smooth coefficients.

<table>
<thead>
<tr>
<th>Finite Element Mesh</th>
<th>( L_h^{-1} )</th>
<th>( \tilde{L}_h^{-1} )</th>
<th>( L_h^{-1} )</th>
<th>( \tilde{L}_h^{-1} )</th>
<th>( L_h^{-1} )</th>
<th>( \tilde{L}_h^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2 \times 4 )</td>
<td>7.32E−18</td>
<td>7.48E−06</td>
<td>-3.90E−04</td>
<td>6.37E−06</td>
<td>-7.41E−04</td>
<td>6.14E−06</td>
</tr>
<tr>
<td>( 4 \times 8 )</td>
<td>-1.31E−18</td>
<td>1.23E−07</td>
<td>-4.02E−19</td>
<td>9.95E−08</td>
<td>-1.65E−04</td>
<td>9.44E−08</td>
</tr>
<tr>
<td>( 8 \times 16 )</td>
<td>-3.96E−19</td>
<td>1.91E−09</td>
<td>-4.91E−19</td>
<td>1.52E−09</td>
<td>-1.77E−05</td>
<td>1.44E−09</td>
</tr>
<tr>
<td>( 16 \times 32 )</td>
<td>-1.92E−19</td>
<td>2.98E−11</td>
<td>-7.60E−19</td>
<td>2.35E−11</td>
<td>-1.06E−18</td>
<td>2.22E−11</td>
</tr>
</tbody>
</table>

Next we consider (5.12) solving (5.29) with \( c(x, y) \equiv 0 \) and \( a_{ij} \) being random uniformly distributed random numbers in the interval \((d, d+1)\). Notice that the larger \( d \) is, the smaller \( \frac{\text{max}_{ij}\{a_{ij}\}}{\text{min}_{ij}\{a_{ij}\}} \) is. When \( d = 10 \), we have \( \frac{\text{max}_{ij}\{a_{ij}\}}{\text{min}_{ij}\{a_{ij}\}} < \sqrt{\frac{10}{49}} \), thus \( L_h^{-1} \geq 0 \) and \( \tilde{L}_h^{-1} \geq 0 \) are guaranteed by Theorem 5.4.7. In Table 5.2 we can see that the upper bound on \( \frac{\text{max}_{ij}\{a_{ij}\}}{\text{min}_{ij}\{a_{ij}\}} \) is indeed a necessary condition to have \( \tilde{L}_h^{-1} \geq 0 \), even though constraints in Theorem 5.4.7 may not be sharp since we still have the positivity when \( d = 1 \). We have tested \( d = 0.3 \) many times and never observed negative entries in \( \tilde{L}_h^{-1} \) and \( L_h^{-1} \).

Last we consider solving the heat equation \( u_t = \Delta u \) on \([0, 1] \times [0, 2]\) with backward Euler time discretization \(-\Delta u^{n+1} + \frac{1}{\Delta t} u^{n+1} = u^n\), corresponding to (5.29) with \( a(x, y) \equiv 1 \) and \( c = \frac{1}{\Delta t} \). By Theorem 5.4.8, \( \frac{\Delta t}{h^2} > \frac{2}{3} \), is a sufficient condition to ensure \( \tilde{L}_h^{-1} \geq 0 \) and \( L_h^{-1} \geq 0 \). In Table 5.3, we can see that it is necessary to have a lower bound constraint on \( \frac{\Delta t}{h^2} \) but \( \frac{\Delta t}{h^2} > \frac{2}{3} \) is not sharp at all. In Figure 5.5, we can see the minimum of entries in \( \tilde{L}_h^{-1} \) and \( L_h^{-1} \)
Table 5.2. Minimum of all entries of $\bar{L}_{h}^{-1}$ and $L_{h}^{-1}$ for $a(x, y)$ being random coefficients.

<table>
<thead>
<tr>
<th>Finite Element Mesh</th>
<th>$d = 0.1$</th>
<th>$d = 1$</th>
<th>$d = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_{h}^{-1}$</td>
<td>$L_{h}^{-1}$</td>
<td>$L_{h}^{-1}$</td>
</tr>
<tr>
<td>$2 \times 4$</td>
<td>$-1.00E-03$</td>
<td>$6.60E-05$</td>
<td>$-8.15E-18$</td>
</tr>
<tr>
<td>$4 \times 8$</td>
<td>$-2.14E-04$</td>
<td>$3.22E-06$</td>
<td>$-3.46E-18$</td>
</tr>
<tr>
<td>$8 \times 16$</td>
<td>$-6.73E-05$</td>
<td>$2.88E-08$</td>
<td>$-5.24E-19$</td>
</tr>
<tr>
<td>$16 \times 32$</td>
<td>$-2.34E-05$</td>
<td>$3.61E-10$</td>
<td>$-9.01E-19$</td>
</tr>
</tbody>
</table>

decreases for smaller $\Delta t h^2$. The lower bound to ensure the inverse non-negativity of $\bar{L}_{h}^{-1}$ and $L_{h}^{-1}$ seems to be near $\frac{\Delta t}{h^2} = \frac{1}{3.6}$.

Table 5.3. Minimum of all entries of $\bar{L}_{h}^{-1}$ and $L_{h}^{-1}$ for solving heat equation with backward Euler.

<table>
<thead>
<tr>
<th>Finite Element Mesh</th>
<th>$\Delta t = \frac{3h^2}{2}$</th>
<th>$\Delta t = \frac{h^2}{2}$</th>
<th>$\Delta t = \frac{h^2}{4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{L}_{h}^{-1}$</td>
<td>$L_{h}^{-1}$</td>
<td>$\bar{L}_{h}^{-1}$</td>
</tr>
<tr>
<td>$2 \times 4$</td>
<td>$0$</td>
<td>$7.95E-06$</td>
<td>$0$</td>
</tr>
<tr>
<td>$4 \times 8$</td>
<td>$0$</td>
<td>$1.01E-09$</td>
<td>$0$</td>
</tr>
<tr>
<td>$8 \times 16$</td>
<td>$0$</td>
<td>$7.74E-17$</td>
<td>$0$</td>
</tr>
<tr>
<td>$16 \times 32$</td>
<td>$0$</td>
<td>$2.63E-30$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

5.6 Concluding Remarks

In this paper we have proven that the simplest fourth order accurate finite difference implementation of $C^0$-$Q^2$ finite element method is monotone thus satisfies a discrete maximum principle for solving a variable coefficient problem $-\nabla \cdot (a(x, y)\nabla u) + c(x, y)u = f$ under some suitable mesh constraints. The main results in this paper can be used to construct high order spatial discretization preserving positivity or maximum principle for solving time-dependent diffusion problems implicitly by backward Euler time discretization.
Figure 5.5. Minimum of all entries of $\bar{L}_h^{-1}$ and $L_h^{-1}$ on 16 × 32 mesh with different time steps.
Appendix A: \textit{M}-Matrix factorization for discrete Laplacian

The matrix form of (5.9) can be written as $\frac{1}{h^2}\bar{L}_h\bar{u} = \bar{f}$. As an example, if there are seven interior grid points in the mesh for $(0, 1)$, then the matrix $\bar{L}_h$ is given by

$$
\bar{L}_h = \begin{pmatrix}
\frac{1}{4} & -2 & -1 & \frac{1}{4} \\
-1 & 2 & -1 & \frac{1}{4} \\
-2 & \frac{7}{2} & -2 & \frac{1}{8} \\
\frac{1}{4} & -2 & -1 & \frac{1}{4} \\
-1 & 2 & -1 & \frac{1}{4} \\
-2 & \frac{7}{2} & -2 & \frac{1}{8} \\
\frac{1}{4} & -2 & -1 & \frac{1}{4}
\end{pmatrix}
$$

The matrix $\bar{L}_h$ can be written as a product of two nonsingular \textit{M}-Matrices $\bar{L}_h = M_1M_2$ where

$$
M_1 = \begin{pmatrix}
1 & 1 & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & 1 & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & 1 & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & 1
\end{pmatrix},
M_2 = \begin{pmatrix}
-1 & 2 & -1 & \frac{1}{4} \\
-\frac{3}{2} & 3 & -\frac{3}{2} & \frac{1}{8} \\
-1 & 2 & -1 & \frac{1}{4} \\
-\frac{3}{2} & 3 & -\frac{3}{2} & \frac{1}{8}
\end{pmatrix}.
$$

Such a factorization is not unique and it does not seem to have further physical or geometrical meanings.

For the scheme (5.11), we can find two linear operators $\mathcal{A}_1$ and $\mathcal{A}_2$ are with their matrix representations $A_1$ and $A_2$ being nonsingular \textit{M}-Matrices, such that $\mathcal{L}_h(\bar{u}) = \mathcal{A}_2(\mathcal{A}_1(\bar{u}))$.

Definition of $\mathcal{A}_1$ is given as

- At boundary points:
  $$v_{i,j} = \mathcal{A}_1(\bar{u})_{i,j} = u_{i,j} := g_{ij}.$$

- At interior knots:
  $$v_{i,j} = \mathcal{A}_1(\bar{u})_{i,j} = u_{i,j}.$$

- At interior cell center:
  $$v_{i,j} = \mathcal{A}_1(\bar{u})_{i,j} = 2u_{i,j} - \frac{1}{4}u_{i-1,j} - \frac{1}{4}u_{i+1,j} - \frac{1}{4}u_{i,j-1} - \frac{1}{4}u_{i,j+1}.$$
• At interior edge center (an edge parallel to x-axis):

\[ v_{i,j} = A_1(\bar{u})_{i,j} = -\frac{1}{6} u_{i-1,j} + \frac{4}{3} u_{i,j} - \frac{1}{6} u_{i+1,j}. \]

• At interior edge center (an edge parallel to y-axis):

\[ v_{i,j} = A_1(\bar{u})_{i,j} = -\frac{1}{6} u_{i,j-1} + \frac{4}{3} u_{i,j} - \frac{1}{6} u_{i,j+1}. \]

Definition of \( A_2 \) is given as:

• At boundary points:

\[ A_2(\bar{v})_{i,j} = v_{i,j}. \]

• At an interior knot:

\[ A_2(\bar{v})_{i,j} = -\frac{3}{2} v_{i-1,j} + 3 v_{i,j} - \frac{3}{2} v_{i+1,j} - \frac{3}{2} v_{i,j-1} + 3 v_{i,j} - \frac{3}{2} v_{i,j+1} \]

• At an interior cell center:

\[ A_2(\bar{v})_{i,j} = 2 v_{i,j} - \frac{3}{8} v_{i-1,j} - \frac{3}{8} v_{i,j-1} - \frac{3}{8} v_{i,j-1} - \frac{3}{8} v_{i+1,j} - \frac{3}{8} v_{i,j+1} - \frac{3}{8} v_{i,j+1} - \frac{3}{8} v_{i+1,j+1}. \]

• At an interior edge center (an edge parallel to x-axis):

\[ A_2(\bar{v})_{i,j} = -\frac{7}{16} v_{i-1,j} + \frac{15}{4} v_{i,j} - \frac{7}{16} v_{i+1,j} - v_{i,j+1} - v_{i,j-1} - \frac{3}{16} v_{i-1,j-1} - \frac{3}{16} v_{i+1,j-1} - \frac{3}{16} v_{i-1,j+1} - \frac{3}{16} v_{i+1,j+1} - \frac{3}{16} v_{i-1,j+2} - \frac{1}{32} v_{i-1,j+2} - \frac{1}{32} v_{i+1,j+2} - \frac{1}{32} v_{i-1,j-2} - \frac{1}{32} v_{i+1,j-2}. \]
At an interior edge center (an edge parallel to y-axis):

\[
\mathcal{A}_2(\tilde{v})_{i,j} = -\frac{7}{16}v_{i,j-1} + \frac{15}{4}v_{i,j} - \frac{7}{16}v_{i,j+1} - v_{i+1,j} - v_{i,j-1} - \frac{3}{16}v_{i-1,j-1} - \frac{3}{16}v_{i-1,j+1} - \frac{3}{16}v_{i+1,j+1} - \frac{3}{16}v_{i+1,j-1} - \frac{1}{32}v_{i+2,j-1} - \frac{1}{32}v_{i+2,j+1} - \frac{1}{32}v_{i-2,j-1} - \frac{1}{32}v_{i-2,j+1} - \frac{1}{32}v_{i-2,j+1}.
\]

It is straightforward to verify that \( L_h(\tilde{u}) = \mathcal{A}_2(\tilde{v}) \) where \( \tilde{v} = \mathcal{A}_1(\tilde{u}) \). Obviously, matrices of \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) have positive diagonal entries and nonpositive off-diagonal entries. Moreover, \( \mathcal{A}_1(1) \geq 0 \) and \( \mathcal{A}_2(1) \geq 0 \) thus \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) satisfy the row sum conditions in Theorem 5.3.4. So \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are both nonsingular \( M \)-matrices and the matrix representation of \( L_h \) is \( \mathcal{A}_2\mathcal{A}_1 \). However, this kind of \( M \)-Matrix factorization cannot be extended to the variable coefficient case.

Appendix B

**Proof of Theorem 5.4.3.** If \( c(x) \equiv 0 \), then (5.25) reduces to

\[
(28a_{i-1} + 20a_{i+1})a_i + 4a_{i+1}a_{i-1} > 9a_{i-1}^2 + 3a_{i+1}^2.
\]

A convenient sufficient condition is to require

\[
52 \min\{a^2_{i-1}, a^2_i, a^2_{i+1}\} > 12 \max\{a^2_{i-1}, a^2_i, a^2_{i+1}\},
\]

which is equivalent to

\[
\frac{\max\{a_{i-1}, a_i, a_{i+1}\}}{\min\{a_{i-1}, a_i, a_{i+1}\}} < \sqrt{\frac{13}{3}}.
\]

Let \( a(x^1) = \max\{a_{i-1}, a_i, a_{i+1}\} \) and \( a(x^2) = \min\{a_{i-1}, a_i, a_{i+1}\} \). Then the inequality above is equivalent to

\[
\frac{a(x^1) - a(x^2)}{a(x^2)} < \frac{\sqrt{39} - 3}{3}.
\]
By the Mean Value Theorem, there is some \( \xi \in (x_{i-1}, x_{i+1}) \) such that \( a(x^1) - a(x^2) = a(\xi)(x^2 - x^1) \). Since \( |x^2 - x^1| \leq 2h \), we have

\[
|a(x^1) - a(x^2)| \leq \max_{x \in (x_{i-1}, x_{i+1})} |a(x)| 2h.
\]

Thus a sufficient condition is to require

\[
h \max_{x \in (x_{i-1}, x_{i+1})} \frac{|a(x)|}{\min_{x \in (x_{i-1}, x_{i+1})} a(x)} < \frac{\sqrt{39} - 3}{6}.
\]

For \( c(x) \geq 0 \), (5.25) reduces to

\[
(28a_{i-1} + 20a_{i+1})a_i + 4a_{i+1}a_{i-1} > 9a_{i-1}^2 + 3a_{i+1}^2 + 4h^2c_i(3a_{i-1} - 4a_i + 3a_{i+1}),
\]

for which a sufficient condition is

\[
13 \min_{I_i} a^2(x) > 3 \max_{I_i} a^2(x) + h^2c_i(6 \max_{I_i} a(x) - 4 \min_{I_i} a(x)). \tag{5.30}
\]

One sufficient condition for (5.30) is to have

\[
\exists \lambda \in (0, 1), \quad h^2c_i(6 \max_{I_i} a(x) - 4 \min_{I_i} a(x)) < 13(1 - \lambda) \min_{I_i} a^2(x),
\]

\[
3 \max_{I_i} a^2(x) < 13\lambda \min_{I_i} a^2(x).
\]

By similar discussions above, a sufficient condition for \( 3 \max_{I_i} a^2(x) < 13\lambda \min_{I_i} a^2(x) \) is to have \( \lambda > \frac{3}{13} \) and

\[
\max_{h \in I_i} \frac{|a(x)|}{\min_{x \in I_i} a(x)} < \frac{\sqrt{39\lambda} - 3}{6}.
\]

The inequality (5.30) is also equivalent to

\[
10 \min_{I_i} a^2(x) > 3(\max_{I_i} a^2(x) - \min_{I_i} a^2(x)) + h^2c_i(6 \max_{I_i} a(x) - 4 \min_{I_i} a(x)).
\]
Let $a^2(x^1) = \max_{i} a^2(x)$ and $a^2(x^2) = \min_{i} a^2(x)$, then by the Mean Value Theorem on the function $a^2(x)$, there is some $\xi \in (x_{i-1}, x_{i+1})$ such that

$$a^2(x^1) - a^2(x^1) = 2a(\xi)a(\xi)(x^1 - x^2) \leq 4h \max_{i} a(x) \max_{i} |a(x)|.$$ 

So it suffices to have

$$10 \min_{i} a^2(x) > 12h \max_{i} a(x) \max_{i} |a(x)| + h^2 c_i (6 \max_{i} a(x) - 4 \min_{i} a(x)),$$

which can be simplified to

$$2h \max_{i} |a(x)| + h^2 c_i (1 - \frac{2}{3} \min_{i} a(x)) < \frac{5}{3} \min_{i} a^2(x).$$

If $a(x) \equiv a > 0$, it is straightforward to verify that (5.25) is equivalent to $hc_i < 5a$. □

**of Theorem 5.4.4.** For a smooth coefficient $a(x)$, by Taylor’s Theorem,

$$a(x + h) = a(x) + ha(x) + \frac{1}{2} h^2 a(\xi_1), \xi_1 \in [x, x+h],$$

$$a(x - h) = a(x) - ha(x) + \frac{1}{2} h^2 a(\xi_2), \xi_2 \in [x - h, x].$$

With the Intermediate Value Theorem for $a(x)$, we get

$$a(x) = \frac{1}{2} [a(x + h) + a(x - h) - h^2 a(\xi)], \xi \in (\xi_2, \xi_1) \subset [x - h, x + h].$$

Thus we can rewrite $a_i$ as $a_i = \frac{1}{2} (a_{i-1} + a_{i+1} - d_i h^2)$ where

$$d_i := \frac{a_{i-1} + a_{i+1} - 2a_i}{h^2} = a(\xi), \text{ for some } \xi \in (x_{i-1}, x_{i+1}).$$
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If $c(x) \equiv 0$, then (5.25) reduces to $(28a_{i-1} + 20a_{i+1})a_i + 4a_{i+1}a_{i-1} > 9a_{i-1}^2 + 3a_{i+1}^2$. Introducing an arbitrary number $\lambda \in (0, 2]$, it is equivalent to

$$
4a_{i+1}a_{i-1} + (4 - 2\lambda)a_i(7a_{i-1} + 5a_{i+1}) + 2\lambda a_i(7a_{i-1} + 5a_{i+1}) > 9a_{i-1}^2 + 3a_{i+1}^2,
$$

$$(12\lambda + 4)a_{i+1}a_{i-1} + (4 - 2\lambda)a_i(7a_{i-1} + 5a_{i+1}) + (7\lambda - 9)a_{i-1}^2 + (5\lambda - 3)a_{i+1}^2 > \lambda h^2 d_i(7a_{i-1} + 5a_{i+1}),
$$

$$(\frac{4}{\lambda} - 2)a_i + a_{i-1}(\frac{5\lambda - 3}{\lambda(5\lambda + 7)}\theta^2 + (12\lambda + 4)\theta + (7\lambda - 9)) > h^2 d_i,
$$

$$
\theta = \frac{a_{i+1}}{a_{i-1}},
$$

$$(4 - 2\lambda) a_i + \left(\frac{4\lambda - 9}{5\lambda} + 1\right) a_{i-1} + \left(1 - \frac{3}{5\lambda}\right)a_{i+1} > h^2 d_i.
$$

Notice that $\frac{4\lambda - 9}{5\lambda + 7} > -\frac{9}{7}$. By taking $\frac{9}{7} \leq \lambda \leq 2$, it suffices to require

$$
(1 - \frac{9}{7\lambda})a_{i-1} + \left(\frac{4}{\lambda} - 2\right)a_i + \left(1 - \frac{3}{5\lambda}\right)a_{i+1} > h^2 d_i,
$$

(5.31)

as a sufficient condition of the above inequalities. If $a(x)$ is a concave function, then it satisfies $a(x) = a(\frac{x_i + x_{i+1}}{2}) \geq \frac{1}{2}a(x_{i-1}) + \frac{1}{2}a(x_{i+1})$, which implies $a_{i-1} + a_{i+1} - 2a_i \leq 0$, thus (5.31) holds trivially. Otherwise, (5.31) holds for $\lambda = \frac{9}{7}$ if the following mesh constraint is satisfied:

$$
h^2 \max_{x \in (x_{i-1}, x_{i+1})} a(x) < \frac{74}{45} \min\{a_{i-1}, a_i, a_{i+1}\}.
$$

If $c(x) \geq 0$, for any $\lambda \in (0, 2]$, (5.25) is equivalent to

$$
(12\lambda + 4)a_{i+1}a_{i-1} + (4 - 2\lambda)a_i(7a_{i-1} + 5a_{i+1}) + (7\lambda - 9)a_{i-1}^2 + (5\lambda - 3)a_{i+1}^2 > \lambda h^2 d_i(7a_{i-1} + 5a_{i+1}) + 4h^2 c_i(a_{i-1} + a_{i+1} + 2d_i h^2).
$$

(5.32)

If assuming $d_i h^2 \leq \frac{74}{45} \min\{a_{i-1}, a_i, a_{i+1}\}$, then $d_i h^2 \leq \lambda_1 a_{i-1} + \lambda_2 a_{i+1}$ for any two positive numbers $\lambda_1, \lambda_2$ satisfying $\lambda_1 + \lambda_2 = \frac{74}{45}$. In particular, for $\lambda_1 = \frac{563}{470}$, we get $d_i h^2 \leq \frac{563}{470} a_{i-1} + \frac{65}{108} a_{i+1}$, which implies

$$
a_{i-1} + a_{i+1} + 2d_i h^2 \leq \frac{119}{270} (7a_{i-1} + 5a_{i+1}).
$$
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By replacing 

\[ a_{i-1} + a_{i+1} + 2d_i h^2 \]

by the inequality above in (5.32), we get a sufficient condition for (5.32) as following:

\[
(12\lambda + 4)a_{i+1}a_{i-1} + (4 - 2\lambda)a_i(7a_{i-1} + 5a_{i+1}) + (7\lambda - 9)a_i^2 + (5\lambda - 3)a_i^2 \\
> \lambda h^2 d_i(7a_{i-1} + 5a_{i+1}) + 4h^2 c_i \frac{119}{270}(7a_{i-1} + 5a_{i+1}).
\]

(5.33)

Similar to the derivation of (5.31), we can derive a sufficient condition of (5.33) as

\[
h^2 \left( 1.5c_i + \max_{x \in (x_{i-1}, x_{i+1})} a(x) \right) < \frac{74}{45} \min\{a_{i-1}, a_i, a_{i+1}\}.
\]

If \( d_i \leq 0 \), then a sufficient condition for (5.32) is

\[
(12\lambda + 4)a_{i+1}a_{i-1} + (4 - 2\lambda)a_i(7a_{i-1} + 5a_{i+1}) + (7\lambda - 9)a_i^2 + (5\lambda - 3)a_i^2 > 4h^2 c_i,
\]

from which we can derive a sufficient condition as

\[
4h^2 c_i < (7\lambda - 9)a_{i-1} + (5 - \frac{5}{2}\lambda)a_i + (5\lambda - 3)a_{i+1},
\]

for which a sufficient condition by setting \( \lambda = 2 \) is \( h^2 c_i < 3 \min\{a_{i-1}, a_i, a_{i+1}\} \).

\[ \square \]

of Theorem 5.4.7. Since (5.27a) and (5.28a) are equivalent to

\[
4(7a_{i-1,j} + 5a_{i+1,j})a_{ij} + 4a_{i-1,j}a_{i+1,j} + 16a_{ij}(a_{i,j-1} + a_{i,j+1}) \\
> 9a_{i-1,j}^2 + 3a_{i+1,j}^2 + 12(a_{i-1,j} + a_{i+1,j})(a_{i,j-1} + a_{i,j+1}) + 4(3a_{i-1,j} - 4a_{ij} + 3a_{i+1,j})h^2 c_{ij}
\]

and

\[
a_{i-1,j}a_{i+1,j} + 2a_{ij}a_{i-1,j} + 4a_{ij}(a_{i,j-2} + 4a_{i,j-1} + 18a_{i,j} + 4a_{i,j+1} + a_{i,j+2}) > 18a_{i-1,j}^2 + 6a_{i+1,j}^2 \\
+ 14a_{ij}a_{i+1,j} + 3(a_{i-1,j} + a_{i+1,j})(a_{i,j-2} + 4a_{i,j-1} + 4a_{i,j+1} + a_{i,j+2}) + 8(3a_{i-1,j} - 4a_{ij} + 3a_{i+1,j})h^2 c_{ij}.
\]
A sufficient condition is to require

$$7 \min_{I_{ij}} a(x)^2 > 5 \max_{I_{ij}} a(x)^2 + \frac{2}{3} (3 \max_{I_{ij}} a(x) - 2 \min_{I_{ij}} a(x)) h^2 c_{ij}$$

(5.34)

for all cell centers $x_{ij}$ of cell $I_{ij} = [x_{i-1}, x_{i+1}] \times [y_{i-1}, y_{i+1}]$, and the following mesh constraints for all edge centers $x_{ij}$:

$$61 \min_{J_{ij}} a(x)^2 > 49 \max_{J_{ij}} a(x)^2 + 8(3 \max_{J_{ij}} a(x) - 2 \min_{J_{ij}} a(x)) h^2 c_{ij},$$

(5.35)

where we $J_{ij}$ is the union of two cells: if $x_{ij}$ is an edge center of an edge parallel to $x$-axis, then $J_{ij} = I_{i,j-1} \cup I_{i,j+1}$; if $x_{ij}$ is an edge center of an edge parallel to $y$-axis, then $J_{ij} = I_{i-1,j} \cup I_{i+1,j}$. Notice that (5.35) implies (5.34), thus it suffices to have (5.35) only. □
6. A HIGH ORDER ACCURATE BOUND-PRESERVING
COMPACT FINITE DIFFERENCE SCHEME FOR SCALAR
CONVECTION DIFFUSION EQUATIONS

In this chapter, we show that the classical fourth order accurate compact finite difference
scheme with high order strong stability preserving time discretizations for convection diffusion
problems satisfies a weak monotonicity property, which implies that a simple limiter can
enforce the bound-preserving property without losing conservation and high order accuracy.
Higher order accurate compact finite difference schemes satisfying the weak monotonicity
will also be discussed.

6.1 Introduction

6.1.1 The bound-preserving property

Consider the initial value problem for a scalar convection diffusion equation
\[ u_t + f(u)_x = a(u)_{xx}, \quad u(x, 0) = u_0(x), \] where \( a(u) \geq 0 \). Assume \( f(u) \) and \( a(u) \) are well-defined smooth
functions for any \( u \in [m, M] \) where \( m = \min_x u_0(x) \) and \( M = \max_x u_0(x) \). Its exact solution
satisfies:
\[ \min_x u_0(x) = m \leq u(x, t) \leq M = \max_x u_0(x), \quad \forall t \geq 0. \] (6.1)

In this chapter, we are interested in constructing a high order accurate finite difference
scheme satisfying the bound-preserving property (6.1).

For a scalar problem, it is desired to achieve (6.1) in numerical solutions mainly for the
physical meaning. For instance, if \( u \) denotes density and \( m = 0 \), then negative numerical
solutions are meaningless. In practice, in addition to enforcing (6.1), it is also critical to
strictly enforce the global conservation of numerical solutions for a time-dependent convec-
tion dominated problem. Moreover, the computational cost for enforcing (6.1) should not
be significant if it is needed for each time step.
6.1.2 Popular methods for convection problems

For the convection problems, i.e., \( a(u) \equiv 0 \), a straightforward way to achieve the above goals is to require a scheme to be monotone, total-variational-diminishing (TVD), or satisfying a discrete maximum principle, which all imply the bound-preserving property. But most schemes satisfying these stronger properties are at most second order accurate. For instance, a monotone scheme and traditional TVD finite difference and finite volume schemes are at most first order accurate \[89\]. Even though it is possible to have high order TVD finite volume schemes in the sense of measuring the total variation of reconstruction polynomials \[90\], \[91\], such schemes can be constructed only for the one-dimensional problems. The second order central scheme satisfies a discrete maximum principle

\[
\min_j u^n_j \leq u^{n+1}_j \leq \max_j u^n_j
\]

where \( u^n_j \) denotes the numerical solution at \( n \)-th time step and \( j \)-th grid point \[92\]. Any finite difference scheme satisfying such a maximum principle can be at most second order accurate, see Harten’s example in \[93\]. By measuring the extrema of reconstruction polynomials, third order maximum-principle-satisfying schemes can be constructed \[94\] but extensions to multi-dimensional nonlinear problems are very difficult.

For constructing high order accurate schemes, one can enforce only the bound-preserving property for fixed known bounds, e.g., \( m = 0 \) and \( M = 1 \) if \( u \) denotes the density ratio. Even though high order linear schemes cannot be monotone, high order finite volume type spatial discretizations including the discontinuous Galerkin (DG) method satisfy a weak monotonicity property \[23\], \[93\], \[95\]. Namely, in a scheme consisting of any high order finite volume spatial discretization and forward Euler time discretization, the cell average is a monotone function of the point values of the reconstruction or approximation polynomial at Gauss-Lobatto quadrature points. Thus if these point values are in the desired range \([m, M]\), so are the cell averages in the next time step. A simple and efficient local bound-preserving limiter can be designed to control these point values without destroying conservation. Moreover, this simple limiter is high order accurate, see \[23\] and the appendix in \[96\]. With strong stability preserving (SSP) Runge-Kutta or multistep methods \[97\], which are convex combinations of several formal forward Euler steps, a high order accurate finite volume or DG scheme can be rendered bound-preserving with this limiter. These results can be easily
extended to multiple dimensions on cells of general shapes. However, for a general finite difference scheme, the weak monotonicity does not hold.

For enforcing only the bound-preserving property in high order schemes, efficient alternatives include a flux limiter [98], [99] and a sweeping limiter in [100]. These methods are designed to directly enforce the bounds without destroying conservation thus can be used on any conservative schemes. Even though they work well in practice, it is nontrivial to analyze and rigorously justify the accuracy of these methods especially for multi-dimensional nonlinear problems.

6.1.3 The weak monotonicity in compact finite difference schemes

Even though the weak monotonicity does not hold for a general finite difference scheme, in this paper we will show that some high order compact finite difference schemes satisfy such a property, which implies a simple limiting procedure can be used to enforce bounds without destroying accuracy and conservation.

To demonstrate the main idea, we first consider a fourth order accurate compact finite difference approximation to the first derivative on the interval [0, 1]:

\[
\frac{1}{6}(f_{i+1} + 4f_i + f_{i-1}) = \frac{f_{i+1} - f_{i-1}}{2\Delta x} + O(\Delta x^4),
\]

where \(f_i\) and \(f_i\) are point values of a function \(f(x)\) and its derivative \(f(x)\) at uniform grid points \(x_i (i = 1, \cdots, N)\) respectively. For periodic boundary conditions, the following tridiagonal linear system needs to be solved to obtain the implicitly defined approximation to the first order derivative:

\[
\frac{1}{6}\begin{pmatrix}
4 & 1 & 1 \\
1 & 4 & 1 \\
\vdots & \vdots & \vdots \\
1 & 4 & 1 \\
1 & 1 & 4 \\
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2 \\
\vdots \\
f_{N-1} \\
f_N \\
\end{pmatrix}
= \frac{1}{2\Delta x}
\begin{pmatrix}
0 & 1 & -1 \\
-1 & 0 & 1 \\
\vdots & \vdots & \vdots \\
-1 & 0 & 1 \\
1 & -1 & 0 \\
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2 \\
\vdots \\
f_{N-1} \\
f_N \\
\end{pmatrix}.
\]

(6.2)
We refer to the tridiagonal $\frac{1}{6}(1, 4, 1)$ matrix as a weighting matrix. For the one-dimensional scalar conservation laws with periodic boundary conditions on $[0, 1]$: 

$$u_t + f(u)_x = 0, \quad u(x, 0) = u_0(x), \quad (6.3)$$

the semi-discrete fourth order compact finite difference scheme can be written as 

$$\frac{d\bar{u}_i}{dt} = -\frac{1}{2\Delta x} [f(u_{i+1}) - f(u_{i-1})], \quad (6.4)$$

where $\bar{u}_i$ is defined as $\bar{u}_i = \frac{1}{6}(u_{i-1} + 4u_i + u_{i+1})$. Let $\lambda = \frac{\Delta t}{\Delta x}$, then (6.4) with the forward Euler time discretization becomes 

$$\bar{u}_i^{n+1} = \bar{u}_i^n - \frac{1}{2}\lambda[f(u_{i+1}^n) - f(u_{i-1}^n)]. \quad (6.5)$$

The following weak monotonicity holds under the CFL $\lambda \max_u |f(u)| \leq \frac{1}{3}$:

$$\bar{u}_i^{n+1} = \frac{1}{6}(u_{i-1}^n + 4u_i^n + u_{i+1}^n) - \frac{1}{2}\lambda[f(u_{i+1}^n) - f(u_{i-1}^n)]$$

$$= \frac{1}{6}[u_{i-1}^n + 3\lambda f(u_{i-1}^n)] + \frac{1}{6}[u_{i+1}^n - 3\lambda f(u_{i+1}^n)] + \frac{4}{6}u_i^n$$

$$= H(u_{i-1}^n, u_i^n, u_{i+1}^n) = H(\uparrow, \uparrow, \uparrow),$$

where $\uparrow$ denotes that the partial derivative with respect to the corresponding argument is non-negative. Therefore $m \leq u_i^n \leq M$ implies $m = H(m, m, m) \leq \bar{u}_i^{n+1} \leq H(M, M, M) = M$, thus 

$$m \leq \frac{1}{6}(u_{i-1}^{n+1} + 4u_i^{n+1} + u_{i+1}^{n+1}) \leq M. \quad (6.6)$$

If there is any overshoot or undershoot, i.e., $u_i^{n+1} > M$ or $u_i^{n+1} < m$ for some $i$, then (6.6) implies that a local limiting process can eliminate the overshoot or undershoot. Here we consider the special case $m = 0$ to demonstrate the basic idea of this limiter, and for simplicity we ignore the time step index $n+1$. In Section 6.2 we will show that $\frac{1}{6}(u_{i-1} + 4u_i + u_{i+1}) \geq 0, \forall i$ implies the following two facts:

1. $\max\{u_{i-1}, u_i, u_{i+1}\} \geq 0$;
2. If $u_i < 0$, then $\frac{1}{2}(u_{i-1})_+ + \frac{1}{2}(u_{i+1})_+ \geq -u_i > 0$, where $(u)_+ = \max\{u, 0\}$.

By the two facts above, when $u_i < 0$, then the following three-point stencil limiting process can enforce positivity without changing $\sum_i u_i$:

$$v_{i-1} = u_{i-1} + \frac{(u_{i-1})_+}{(u_{i-1})_+ + (u_{i+1})_+} u_i; \quad v_{i+1} = u_{i+1} + \frac{(u_{i+1})_+}{(u_{i-1})_+ + (u_{i+1})_+} u_i,$$

replace $u_{i-1}, u_i, u_{i+1}$ by $v_{i-1}, 0, v_{i+1}$ respectively.

In Section 6.2.2, we will show that such a simple limiter can enforce the bounds of $u_i$ without destroying accuracy and conservation. Thus with SSP high order time discretizations, the fourth order compact finite difference scheme solving (6.3) can be rendered bound-preserving by this limiter. Moreover, in this paper we will show that such a weak monotonicity and the limiter can be easily extended to more general and practical cases including two-dimensional problems, convection diffusion problems, inflow-outflow boundary conditions, higher order accurate compact finite difference approximations, compact finite difference schemes with a total-variation-bounded (TVB) limiter [101]. However, the extension to non-uniform grids is highly nontrivial thus will not be discussed. In this paper, we only focus on uniform grids.

### 6.1.4 The weak monotonicity for diffusion problems

Although the weak monotonicity holds for arbitrarily high order finite volume type schemes solving the convection equation (6.3), it no longer holds for a conventional high order linear finite volume scheme or DG scheme even for the simplest heat equation, see the appendix in [96]. Toward satisfying the weak monotonicity for the diffusion operator, an unconventional high order finite volume scheme was constructed in [102]. Second order accurate DG schemes usually satisfies the weak monotonicity for the diffusion operator on general meshes [103]. The only previously known high order linear scheme in the literature satisfying the weak monotonicity for scalar diffusion problems is the third order direct DG (DDG) method with special parameters [104], which is a generalized version of interior penalty DG method. On the other hand, arbitrarily high order nonlinear positivity-preserving DG schemes for diffusion problems were constructed in [96], [105], [106].
In this paper we will show that the fourth order accurate compact finite difference and a few higher order accurate ones are also weakly monotone, which is another class of linear high order schemes satisfying the weak monotonicity for diffusion problems.

It is straightforward to verify that the backward Euler or Crank-Nicolson method with the fourth order compact finite difference methods satisfies a maximum principle for the heat equation but it can be used be as a bound-preserving scheme only for linear problems. The method in this chapter is explicit thus can be easily applied to nonlinear problems. It is difficult to generalize the maximum principle to an implicit scheme. Regarding positivity-preserving implicit schemes, see [107] for a study on weak monotonicity in implicit schemes solving convection equations. See also [108] for a second order accurate implicit and explicit time discretization for the BGK equation.

Although high order compact finite difference methods have been extensively studied in the literature, e.g., [71], [101], [109]–[112], this is the first time that the weak monotonicity in compact finite difference approximations is discussed. This is also the first time a weak monotonicity property is established for a high order accurate finite difference type scheme. The weak monotonicity property suggests it is possible to post process the numerical solution without losing conservation by a simple limiter to enforce global bounds. Moreover, this approach allows an easy justification of high order accuracy of the constructed bound-preserving scheme.

For extensions to two-dimensional problems, convection diffusion problems, and sixth order and eighth order accurate schemes, the discussion about the weak monotonicity in general becomes more complicated since the weighting matrix may become a five-diagonal matrix instead of the tridiagonal $\frac{1}{6}(1, 4, 1)$ matrix in (6.2). Nonetheless, we demonstrate that the same simple three-point stencil limiter can still be used to enforce bounds because we can factor the more complicated weighting matrix as a product of a few of tridiagonal $\frac{1}{c^2}(1, c, 1)$ matrices with $c \geq 2$.

The chapter is organized as follows: in Section 6.2 we demonstrate the main idea for the fourth order accurate scheme solving one-dimensional problems with periodic boundary conditions. Two-dimensional extensions are discussed in in Section 6.3. Section 6.5 is the extension to higher order accurate schemes. Inflow-outflow boundary conditions and Dirich-
let boundary conditions are considered in Section 6.6. Numerical tests are given in Section 6.7. Section 6.8 consists of concluding remarks.

6.2 A Fourth Order Accurate Scheme For One-dimensional Problems

In this section we first show the fourth order compact finite difference with forward Euler time discretization satisfies the weak monotonicity. Then we discuss how to design a simple limiter to enforce the bounds of point values. To eliminate the oscillations, a total variation bounded (TVB) limiter can be used. We also show that the TVB limiter does not affect the bound-preserving property of $\bar{u}_i$, thus it can be combined with the bound-preserving limiter to ensure the bound-preserving and non-oscillatory solutions for shocks. High order time discretizations will be discussed in Section 6.2.5.

6.2.1 One-dimensional convection problems

Consider a periodic function $f(x)$ on the interval $[0, 1]$. Let $x_i = \frac{i}{N}$ ($i = 1, \cdots, N$) be the uniform grid points on the interval $[0, 1]$. Let $f$ be a column vector with numbers $f_1, f_2, \cdots, f_N$ as entries, where $f_i = f(x_i)$. Let $W_1, W_2, D_x$ and $D_{xx}$ denote four linear operators as follows:

$$W_1 f = \frac{1}{6} \begin{pmatrix} 4 & 1 & 1 \\ 1 & 4 & 1 \\ \vdots & \vdots & \vdots \\ 1 & 1 & 4 \end{pmatrix} \begin{pmatrix} f_1 \\ f_2 \\ \vdots \\ f_N \end{pmatrix}, \quad D_x f = \frac{1}{2} \begin{pmatrix} 0 & 1 & -1 \\ -1 & 0 & 1 \\ \vdots & \vdots & \vdots \\ -1 & 0 & 1 \end{pmatrix} \begin{pmatrix} f_1 \\ f_2 \\ \vdots \\ f_N \end{pmatrix}.$$
The fourth order compact finite difference approximation to the first order derivative (6.2) with periodic assumption for \( f(x) \) can be denoted as \( W_1 f = \frac{1}{\Delta x} D_x f \). The fourth order compact finite difference approximation to \( f(x) \) is \( W_2 f = \frac{1}{\Delta x^2} D_{xx} f \). The fourth compact finite difference approximations can be explicitly written as

\[
W_2 f = \frac{1}{12} \begin{pmatrix}
10 & 1 & 1 \\
1 & 10 & 1 \\
\vdots & \ddots & \ddots \\
1 & 10 & 1 \\
\end{pmatrix} f, \quad D_{xx} f = \begin{pmatrix}
-2 & 1 & 1 \\
1 & -2 & 1 \\
\vdots & \ddots & \ddots \\
1 & 1 & -2 \\
\end{pmatrix} f.
\]

where \( W_1^{-1} \) and \( W_2^{-1} \) are the inverse operators. For convenience, by abusing notations we let \( W_1^{-1} f_i \) denote the \( i \)-th entry of the vector \( W_1^{-1} f \).

Then the scheme (6.4) solving the scalar conservation laws (6.3) with periodic boundary conditions on the interval \([0, 1]\) can be written as \( W_1 \frac{d}{dt} u_i = -\frac{1}{\Delta x} [f(u_{i+1}) - f(u_{i-1})] \), and the scheme (6.5) is equivalent to \( W_1 u_{i+1}^n = W_1 u_i^n - \frac{1}{2} \lambda [f(u_{i+1}^n) - f(u_{i-1}^n)] \). As shown in Section 6.1.3, the scheme (6.5) satisfies the weak monotonicity.

**Theorem 6.2.1.** Under the CFL constraint \( \frac{\Delta t}{\Delta x} \max_u |f(u)| \leq \frac{1}{3} \), if \( u_i^n \in [m, M] \), then \( u^{n+1} \) computed by the scheme (6.5) satisfies (6.6).

### 6.2.2 A three-point stencil bound-preserving limiter

In this subsection, we consider a more general constraint than (6.6) and we will design a simple limiter to enforce bounds of point values based on it. Assume we are given a sequence of periodic point values \( u_i \) \((i = 1, \cdots, N)\) satisfying

\[
m \leq \frac{1}{c+2} (u_{i-1} + cu_i + u_{i+1}) \leq M, \quad i = 1, \cdots, N, \quad c \geq 2, \tag{6.7}
\]
Theorem 6.2.6. The constraint (6.7) implies the following for stencil \(\{i-1,i,i+1\}\):

1. \(\min\{u_{i-1},u_i,u_{i+1}\} \leq M, \quad \max\{u_{i-1},u_i,u_{i+1}\} \geq m.\)

2. If \(u_i > M\), then \(\frac{(u_i-M)_+}{(M-u_{i-1})_+ + (M-u_{i+1})_+} \leq \frac{1}{c} \).

   If \(u_i < m\), then \(\frac{(m-u_i)_+}{(u_{i-1}-m)_+ + (u_{i+1}-m)_+} \leq \frac{1}{c}.\)

Here the subscript + denotes the positive part, i.e., \((a)_+ = \max\{a,0\}\).

Remark 6.2.3. The first statement in Lemma 6.2.2 states that there do not exist three consecutive overshoot points or three consecutive undershoot points. But it does not necessarily imply that at least one of three consecutive point values is in the bounds \([m,M]\). For instance, consider the case for \(c = 4\) and \(N\) is even, define \(u_i \equiv 1.1\) for all odd \(i\) and \(u_i \equiv -0.1\) for all even \(i\), then \(\frac{1}{c+2}(u_{i-1} + cu_i + u_{i+1}) \in [0,1]\) for all \(i\) but none of the point values \(u_i\) is in \([0,1]\).

Remark 6.2.4. Lemma 6.2.2 implies that if \(u_i\) is out of the range \([m,M]\), then we can set \(u_i \leftarrow m\) for undershoot (or \(u_i \leftarrow M\) for overshoot) without changing the local sum \(u_{i-1} + u_i + u_{i+1}\) by decreasing (or increasing) its neighbors \(u_{i\pm 1}\).

Proof. We only discuss the upper bound. The inequalities for the lower bound can be similarly proved. First, if \(u_{i-1},u_i,u_{i+1} > M\) then \(\frac{1}{c+2}(u_{i-1} + cu_i + u_{i+1}) > M\) which is a contradiction to (6.7). Second, (6.7) implies \(u_{i-1} + cu_i + u_{i+1} \leq (c+2)M\), thus \(c(u_i - M) \leq (M - u_{i-1}) + (M - u_{i+1}) \leq (M - u_{i-1})_+ + (M - u_{i+1})_+\). If \(u_i > M\), we get \((M - u_{i-1})_+ + (M - u_{i+1})_+ > 0\). Moreover, \(\frac{(u_i - M)_+}{(M-u_{i-1})_+ + (M-u_{i+1})_+} = \frac{u_i - M}{(M-u_{i-1})_+ + (M-u_{i+1})_+} \leq \frac{1}{c}.\)

For simplicity, we first consider a limiter to enforce only the lower bound without destroying global conservation. For \(m = 0\), this is a positivity-preserving limiter.

Remark 6.2.5. Even though a for loop is used, Algorithm 1 is a local operation to an undershoot point since only information of two immediate neighboring points of the undershoot point are needed. Thus it is not a sweeping limiter.

Theorem 6.2.6. The output of Algorithm 1 satisfies \(\sum_{i=1}^{N} v_i = \sum_{i=1}^{N} u_i\) and \(v_i \geq m\).
Algorithm 1 A limiter for periodic data $u_i$ to enforce the lower bound.

Require: The input $u_i$ satisfies $\bar{u}_i = \frac{1}{c+2}(u_{i-1} + cu_i + u_{i+1}) \geq m, i = 1, \ldots, N$, with $c \geq 2$.
Let $u_0, u_{N+1}$ denote $u_N, u_1$ respectively.

Ensure: The output satisfies $v_i \geq m, i = 1, \ldots, n$ and $\sum_{i=1}^{N} v_i = \sum_{i=1}^{N} u_i$.

First set $v_i = u_i, i = 1, \ldots, N$. Let $v_0, v_{N+1}$ denote $v_N, v_1$ respectively.

for $i = 1, \ldots, N$ do
  if $u_i < m$ then
    $v_{i-1} \leftarrow v_{i-1} - \frac{(u_{i-1}-m)_+}{(u_{i-1}-m)_++(u_{i+1}-m)_+}(m - u_i)_+$
    $v_{i+1} \leftarrow v_{i+1} - \frac{(u_{i+1}-m)_+}{(u_{i-1}-m)_++(u_{i+1}-m)_+}(m - u_i)_+$
    $v_i \leftarrow m$
  end if
end for
Proof. First of all, notice that the algorithm only modifies the undershoot points and their immediate neighbors.

Next we will show the output satisfies $v_i \geq m$ case by case:

- If $u_i < m$, the $i$-th step in for loops sets $v_i = m$. After the $(i + 1)$-th step in for loops, we still have $v_i = m$ because $(u_i - m)_+ = 0$.

- If $u_i = m$, then $v_i = m$ in the final output because $(u_i - m)_+ = 0$.

- If $u_i > m$, then limiter may decrease it if at least one of its neighbors $u_{i-1}$ and $u_{i+1}$ is below $m$:

$$v_i = u_i - \frac{(u_i - m)_+ (m - u_{i-1})_+}{(u_{i-2} - m)_+ + (u_i - m)_+} - \frac{(u_i - m)_+ (m - u_{i+1})_+}{(u_i - m)_+ + (u_{i+2} - m)_+}$$

$$\geq u_i - \frac{1}{c}(u_i - m)_+ - \frac{1}{c}(u_i - m)_+ > m,$$

where the inequalities are implied by Lemma 6.2.2 and the fact $c \geq 2$.

Finally, we need to show the local sum $v_{i-1} + v_i + v_{i+1}$ is not changed during the $i$-th step if $u_i < m$. If $u_i < m$, then after $(i - 1)$-th step we still have $v_i = u_i$ because $(u_i - m)_+ = 0$. Thus in the $i$-th step of for loops, the point value at $x_i$ is increased by the amount $m - u_i$, and the point values at $x_{i-1}$ and $x_{i+1}$ are decreased by $\frac{(u_{i-1} - m)_+}{(u_{i-2} - m)_+ + (u_{i-1} - m)_+}(m - u_i)_+$ and $\frac{(u_{i+1} - m)_+}{(u_{i-1} - m)_+ + (u_{i+1} - m)_+}(m - u_i)_+ = m - u_i$. So $v_{i-1} + v_i + v_{i+1}$ is not changed during the $i$-th step. Therefore the limiter ensures the output $v_i \geq m$ without changing the global sum.

The limiter described by Algorithm 1 is a local three-point stencil limiter in the sense that only undershoots and their neighbors will be modified, which means the limiter has no influence on point values that are neither undershoots nor neighbors to undershoots. Obviously a similar procedure can be used to enforce only the upper bound. However, to enforce both the lower bound and the upper bound, the discussion for this three-point stencil limiter is complicated for a saw-tooth profile in which both neighbors of an overshoot point are undershoot points. Instead, we will use a different limiter for the saw-tooth profile. To this end, we need to separate the point values $\{u_i, i = 1, \cdots, N\}$ into two classes of subsets consisting of consecutive point values.
In the following discussion, a *set* refers to a set of consecutive point values $u_l, u_{l+1}, u_{l+2}, \cdots, u_{m-1}, u_m$. For any set $S = \{u_l, u_{l+1}, \cdots, u_{m-1}, u_m\}$, we call the first point value $u_l$ and the last point value $u_m$ as *boundary points*, and call the other point values $u_{l+1}, \cdots, u_{m-1}$ as *interior points*. A set of class I is defined as a set satisfying the following:

1. It contains at least four point values.

2. Both *boundary points* are in $[m, M]$ and all *interior points* are out of range.

3. It contains both undershoot and overshoot points.

Notice that in a set of class I, at least one undershoot point is next to an overshoot point. For given point values $u_i, i = 1, \cdots, N$, suppose all the sets of class I are $S_1 = \{u_{m_1}, u_{m_1+1}, \cdots, u_{n_1}\}$, $S_2 = \{u_{m_2}, \cdots, u_{n_2}\}$, $\cdots$, $S_K = \{u_{m_K}, \cdots, u_{n_K}\}$, where $m_1 < m_2 < \cdots < u_{m_K}$.

A set of class II consists of point values between $S_i$ and $S_{i+1}$ and two boundary points $u_n_i$ and $u_{m_i+1}$. Namely they are $T_0 = \{u_1, u_2, \cdots, u_{m_1}\}$, $T_1 = \{u_{n_1}, \cdots, u_{m_2}\}$, $T_2 = \{u_{n_2}, \cdots, u_{m_3}\}$, $\cdots$, $T_K = \{u_{n_K}, \cdots, u_N\}$. For periodic data $u_i$, we can combine $T_K$ and $T_0$ to define $T_K = \{u_{n_K}, \cdots, u_N, u_1, \cdots, u_{m_1}\}$.

In the sets of class I, the undershoot and the overshoot are neighbors. In the sets of class II, the undershoot and the overshoot are separated, i.e., an overshoot is not next to any undershoot. We remark that the sets of class I are hardly encountered in the numerical tests but we include them in the discussion for the sake of completeness. When there are no sets of class I, all point values form a single set of class II. We will use the same procedure as in Algorithm 1 for $T_i$ and a different limiter for $S_i$ to enforce both the lower bound and the upper bound.

**Theorem 6.2.7.** Assume periodic data $u_i (i = 1, \cdots, N)$ satisfies $\bar{u}_i = \frac{1}{c+2}(u_{i-1}+cu_i+u_{i+1}) \in [m, M], c \geq 2$ for all $i = 1, \cdots, N$ with $u_0 := u_N$ and $u_{N+1} := u_1$, then the output of Algorithm 2 satisfies $\sum_{i=1}^{N} v_i = \sum_{i=1}^{N} u_i$ and $v_i \in [m, M], \forall i$.

**Proof.** First we show the output $v_i \in [m, M]$. Consider Step II, which only modifies the undershoot and overshoot points and their immediate neighbors. Notice that the operation
Algorithm 2 A bound-preserving limiter for periodic data $u_i$ satisfying $\bar{u}_i \in [m, M]$

**Require:** the input $u_i$ satisfies $\bar{u}_i = \frac{1}{e+2}(u_{i-1} + cu_i + u_{i+1}) \in [m, M]$, $c \geq 2$. Let $u_0$, $u_{N+1}$ denote $u_N$, $u_1$ respectively.

**Ensure:** the output satisfies $v_i \in [m, M], i = 1, \cdots, N$ and $\sum_{i=1}^{N} v_i = \sum_{i=1}^{N} u_i$.

1: **Step 0:** First set $v_i = u_i$, $i = 1, \cdots, N$. Let $v_0$, $v_{N+1}$ denote $v_N$, $v_1$ respectively.

2: **Step I:** Find all the sets of class I $S_1, \cdots, S_K$ (all local saw-tooth profiles) and all the sets of class II $T_1, \cdots, T_K$.

3: **Step II:** For each $T_j$ ($j = 1, \cdots, K$), the same limiter as in Algorithm 1 (but for both upper bound and lower bound) is used:

4: for all index $i$ in $T_j$ do
5:  if $u_i < m$ then
6:     $v_{i-1} \leftarrow v_{i-1} - \frac{(u_{i-1} - m)_+}{(u_{i-1} - m)_+ + (u_{i+1} - m)_+} (m - u_i)_+$
7:     $v_{i+1} \leftarrow v_{i+1} - \frac{(u_{i+1} - m)_+}{(u_{i-1} - m)_+ + (u_{i+1} - m)_+} (m - u_i)_+$
8:     $v_i \leftarrow m$
9:  end if
10:  if $u_i > M$ then
11:     $v_{i-1} \leftarrow v_{i-1} + \frac{(M - u_{i-1})_+}{(M - u_{i-1})_+ + (M - u_{i+1})_+} (u_i - M)_+$
12:     $v_{i+1} \leftarrow v_{i+1} + \frac{(M - u_{i+1})_+}{(M - u_{i-1})_+ + (M - u_{i+1})_+} (u_i - M)_+$
13:     $v_i \leftarrow M$
14:  end if
15: end for
16: **Step III:** for each saw-tooth profile $S_j = \{u_{m_j}, \cdots, u_{n_j}\}$ ($j = 1, \cdots, K$), let $N_0$ and $N_1$ be the numbers of undershoot and overshoot points in $S_j$ respectively.

17: Set $U_j = \sum_{i=m_j}^{n_j} v_i$.
18: for $i = m_j + 1, \cdots, n_j - 1$ do
19:     if $u_i > M$ then
20:         $v_i \leftarrow M$.
21:     end if
22:     if $u_i < m$ then
23:         $v_i \leftarrow m$.
24:     end if
25: end for
26: Set $V_j = N_1 M + N_0 m + v_{m_j} + v_{n_j}$.
27: Set $A_j = v_{m_j} + v_{n_j} + N_1 M - (N_1 + 2) m$, $B_j = (N_0 + 2) M - v_{m_j} - v_{n_j} - N_0 m$.
28: if $V_j - U_j > 0$ then
29:     for $i = m_j, \cdots, n_j$ do
30:         $v_i \leftarrow v_i - \frac{v_i - m}{A_j} (V_j - U_j)$
31:     end for
32: else
33:     for $i = m_j, \cdots, n_j$ do
34:         $v_i \leftarrow v_i + \frac{M - v_i}{B_j} (U_j - V_j)$
35:     end for
36: end if
described by lines 6-8 will not increase the point value of neighbors to an undershoot point thus it will not create new overshoots. Similarly, the operation described by lines 11-13 will not create new undershoots. In other words, no new undershoots (or overshoots) will be created when eliminating overshoots (or undershoots) in **Step II**.

Each interior point \( u_i \) in any \( T_j \) belongs to one of the following four cases:

1. \( u_i \leq m \) or \( u_i \geq M \).
2. \( m < u_i < M \) and \( u_{i-1}, u_{i+1} \leq M \).
3. \( m < u_i < M \) and \( u_{i-1}, u_{i+1} \geq m \).
4. \( m < u_i < M \) and \( u_{i-1} > M, u_{i+1} < m \) (or \( u_{i+1} > M, u_{i-1} < m \)).

We want to show \( v_i \in [m, M] \) after **Step II**. For the first three cases, by the same arguments as in the proof of Theorem 6.2.6, we can easily show that the output point values are in the range \([m, M]\). For case (1), after **Step II**, if \( u_i \leq m \) then \( v_i = m \); if \( u_i \geq M \) then \( v_i = M \). For case (2), \( v_i \neq u_i \) only if at least one of \( u_{i-1} \) and \( u_{i+1} \) is an undershoot. If so, then

\[
v_i = u_i - \frac{(u_i - m)_+ (m - u_{i-1})_+}{(u_{i-2} - m)_+ + (u_i - m)_+} - \frac{(u_i - m)_+ (m - u_{i+1})_+}{(u_i - m)_+ + (u_{i+2} - m)_+}
\geq u_i - \frac{1}{c} (u_i - m)_+ - \frac{1}{c} (u_i - m)_+ > m.
\]

Similarly, for case (3), \( v_i \neq u_i \) only if at least one of \( u_{i-1} \) and \( u_{i+1} \) is an overshoot, and we can show \( v_i < M \).

Notice that case (2) and case (3) are not exclusive to each other, which however does not affect the discussion here. When case (2) and case (3) overlap, we have \( u_i, u_{i-1}, u_{i+1} \in [m, M] \) thus \( v_i = u_i \in [m, M] \) after **Step II**.

For case (4), without loss of generality, we consider the case when \( u_{i+1} > M, u_i \in [m, M], u_{i-1} < m \), and we need to show that the output \( v_i \in [m, M] \). By Lemma 6.2.2, we know that Algorithm 2 will decrease the value at \( x_i \) by at most \( \frac{1}{c} (u_i - m) \) to eliminate the
undershoot at $x_{i-1}$ then increase the point value at $x_i$ by at most $\frac{1}{c}(M - u_i)$ to eliminate
the overshoot at $x_{i+1}$. So after Step II,

\[
\begin{align*}
  v_i &\leq u_i + \frac{1}{c}(M - u_i) \leq M & (\text{because } c \geq 2, u_i < M); \\
  v_i &\geq u_i - \frac{1}{c}(u_i - m) \geq m & (\text{because } c \geq 2, u_i > m).
\end{align*}
\]

Thus we have $v_i \in [m, M]$ after Step II. By the same arguments as in the proof of Theorem 6.2.6, we can also easily show the boundary points are in the range $[m, M]$ after Step II. It is straightforward to verify that $\sum_{i=1}^{N} v_i = \sum_{i=1}^{N} u_i$ after Step II because the operations described by lines 6-8 and lines 11-13 do not change the local sum $v_{i-1} + v_i + v_{i+1}$.

Next we discuss Step III in Algorithm 2. Let $\bar{N} = 2 + N_0 + N_1 = n_j - m_j + 1$ be the cardinality of $S_j = \{u_{m_j}, \cdots, u_{n_j}\}$.

We need to show that the average value in each saw-tooth profile $S_j$ is in the range $[m, M]$ after Step II before Step III. Otherwise it is impossible to enforce the bounds in $S_j$ without changing the sum in $S_j$. In other words, we need to show $\bar{N} m \leq U_j = \sum_{v_i \in S_j} v_i \leq \bar{N} M$. We will prove the claim by conceptually applying the upper or lower bound limiter Algorithm 1 to $S_j$. Consider a boundary point of $S_j$, e.g., $u_{m_j} \in [m, M]$, then during Step II the point value at $x_{m_j}$ can be unchanged, moved down at most $\frac{1}{c}(u_{m_j} - m)$ or moved up at most $\frac{1}{c}(M - u_{m_j})$. We first show the average value in $S_j$ after Step II is not below $m$:

(a) Assume both boundary point values of $S_j$ are unchanged during Step II. If applying Algorithm 1 to $S_j$ after Step II, by the proof of Theorem 6.2.6, we know that the output values would be greater than or equal to $m$ with the same sum, which implies that $\sum_{v_i \in S_j} v_i \geq \bar{N} m$.

(b) If a boundary point value of $S_j$ is increased during Step II, the same discussion as in (a) still holds because an increased boundary value does not affect the discussion for the lower bound.

(c) If a boundary point value $v_{m_j}$ of $S_j$ is decreased during Step II, then with the fact that it is decreased by at most the amount $\frac{1}{c}(u_{m_j} - m)$, the same discussion as in (a) still holds.
Similarly if applying the upper bound limiter similar to Algorithm 1 to \( S_j \) after Step II, then by the similar arguments as above, the output values would be less than or equal to \( M \) with the same sum, which implies \( \sum_{v_i \in S_j} v_i \leq \bar{N}M \).

Now we can show the output \( v_i \in [m, M] \) for each \( S_j \) after Step III:

1. Assume \( V_j = N_1M + N_0m + v_{m_j} + v_{n_j} > U_j \) before the for loops in Step III. Then after Step III: if \( u_i < m \) we get \( v_i = m \); if \( u_i \geq m \) we have

\[
M \geq v_i - \frac{v_i - m}{A_j} (V_j - U_j),
\]

\[
= v_i - \frac{v_i - m}{v_{m_j} + v_{n_j} + N_1M - (N_1 + 2)m} (v_{m_j} + v_{n_j} + N_1M + N_0m - U_j),
\]

\[
\geq v_i - \frac{v_i - m}{v_{m_j} + v_{n_j} + N_1M - (N_1 + 2)m} (v_{m_j} + v_{n_j} + N_1M + N_0m - \bar{N}m),
\]

\[
= v_i - (v_i - m) = m.
\]

2. Assume \( V_j = N_1M + N_0m + v_{m_j} + v_{n_j} \leq U_j \) before the for loops in Step III. Then after Step III: if \( u_i > M \) we get \( v_i = M \); if \( u_i \geq M \) we have

\[
m \leq v_i + \frac{M - v_i}{B_j} (U_j - V_j),
\]

\[
= v_i + \frac{M - v_i}{(N_0 + 2)M - v_{m_j} - v_{n_j} - N_0m} (U_j - v_{m_j} - v_{n_j} - N_1M - N_0m),
\]

\[
\leq v_i + \frac{M - v_i}{(N_0 + 2)M - v_{m_j} - v_{n_j} - N_0m} (\bar{N}M - v_{m_j} - v_{n_j} - N_1M - N_0m),
\]

\[
= v_i + (M - v_i) = M.
\]

Thus we have shown all the final output values are in the range \([m, M]\).

Finally it is straightforward to verify that \( \sum_{i=1}^{N} v_i = \sum_{i=1}^{N} u_i \).

The limiters described in Algorithm 1 and Algorithm 2 are high order accurate limiters in the following sense. Assume \( u_i(i = 1, \cdots, N) \) are high order accurate approximations to point values of a very smooth function \( u(x) \in [m, M] \), i.e., \( u_i - u(x_i) = \mathcal{O}(\Delta x^k) \). For fine enough uniform mesh, the global maximum points are well separated from the global minimum points in \( \{ u_i, i = 1, \cdots, N \} \). In other words, there is no saw-tooth profile in \( \{ u_i, i = \ldots \} \).
Thus Algorithm 2 reduces to the three-point stencil limiter for smooth profiles on fine resolved meshes. Under these assumptions, the amount which limiter increases/decreases each point value is at most \((u_i - M)_+\) and \((m - u_i)_+\). If \((u_i - M)_+ > 0\), which means \(u_i > M \geq u(x_i)\), we have \((u_i - M)_+ = O(\Delta x^k)\) because \((u_i - M)_+ < u_i - u(x_i) = O(\Delta x^k)\). Similarly, we get \((m - u_i)_+ = O(\Delta x^k)\). Therefore, for point values \(u_i\) approximating a smooth function, the limiter changes \(u_i\) by \(O(\Delta x^k)\).

6.2.3 A TVB limiter

The scheme (6.5) can be written into a conservation form:

\[
\tilde{u}_i^{n+1} = \tilde{u}_i^n - \frac{\Delta t}{\Delta x}(\hat{f}_{i+\frac{1}{2}} - \hat{f}_{i-\frac{1}{2}}),
\]

which is suitable for shock calculations and involves a numerical flux

\[
\hat{f}_{i+\frac{1}{2}} = \frac{1}{2}(f(u^n_{i+1}) + f(u^n_i)).
\]

To achieve nonlinear stability and eliminate oscillations for shocks, a TVB (total variation bounded in the means) limiter was introduced for the scheme (6.8) in [101]. In this subsection we will show that the bound-preserving property of \(\tilde{u}_i\) (6.6) still holds for the scheme (6.8) with the TVB limiter in [101]. Thus we can use both the TVB limiter and the bound-preserving limiter in Algorithm (2) at the same time.

The compact finite difference scheme with the limiter in [101] is

\[
\overline{u}_i^{n+1} = \overline{u}_i^n - \frac{\Delta t}{\Delta x}(\bar{f}^{(m)}_{i+\frac{1}{2}} - \bar{f}^{(m)}_{i-\frac{1}{2}}),
\]

where the numerical flux \(\bar{f}^{(m)}_{i+\frac{1}{2}}\) is the modified flux approximating (6.9).

First we write \(f(u) = f^+(u) + f^-(u)\) with the requirement that \(\frac{\partial f^+(u)}{\partial u} \geq 0\), and \(\frac{\partial f^-(u)}{\partial u} \leq 0\). The simplest such splitting is the Lax-Friedrichs splitting \(f^\pm(u) = \frac{1}{2}(f(u) \pm \alpha u), \alpha = 1, \cdots, N\)
\[ \max_{u \in [m,M]} |f(u)|. \] Then we write the flux \( \hat{f}_{i+\frac{1}{2}} \) as \( \hat{f}_{i+\frac{1}{2}} = \hat{f}_{i+\frac{1}{2}}^+ + \hat{f}_{i+\frac{1}{2}}^- \), where \( \hat{f}_{i+\frac{1}{2}}^\pm \) are obtained by adding superscripts \( \pm \) in (6.9). Next we define

\[
d\hat{f}_{i+\frac{1}{2}}^+ = \hat{f}_{i+\frac{1}{2}}^+ - f^+(\bar{u}_i), \quad d\hat{f}_{i+\frac{1}{2}}^- = f^-(\bar{u}_{i+1}) - \hat{f}_{i+\frac{1}{2}}^-.
\]

Here \( d\hat{f}_{i+\frac{1}{2}}^\pm \) are the differences between the numerical fluxes \( \hat{f}_{i+\frac{1}{2}}^\pm \) and the first-order, upwind fluxes \( f^+(\bar{u}_i) \) and \( f^-(\bar{u}_{i+1}) \). The limiting is defined by

\[
d\hat{f}_{i+\frac{1}{2}}^{+(m)} = \bar{m}(d\hat{f}_{i+\frac{1}{2}}^+, \Delta^+ f^+ (\bar{u}_i), \Delta^+ f^+(\bar{u}_{i-1})), \quad d\hat{f}_{i+\frac{1}{2}}^{-(m)} = \bar{m}(d\hat{f}_{i+\frac{1}{2}}^-, \Delta^+ f^- (\bar{u}_i), \Delta^+ f^- (\bar{u}_{i+1})),
\]

where \( \Delta^+ v_i \equiv v_{i+1} - v_i \) is the usual forward difference operator, and the modified \textit{minmod} function \( \bar{m} \) is defined by

\[
\bar{m}(a_1, \ldots, a_k) = \begin{cases} a_1, & \text{if } |a_1| \leq p\Delta x^2, \\ m(a_1, \ldots, a_k), & \text{otherwise}, \end{cases} \tag{6.11}
\]

where \( p \) is a positive constant independent of \( \Delta x \) and \( m \) is the \textit{minmod} function

\[
m(a_1, \ldots, a_k) = \begin{cases} s \min_{1 \leq i \leq k} |a_i|, & \text{if } \text{sign}(a_1) = \cdots = \text{sign}(a_k) = s, \\ 0, & \text{otherwise}. \end{cases}
\]

The limited numerical flux is then defined by \( \hat{f}_{i+\frac{1}{2}}^{+(m)} = f^+(\bar{u}_i) + d\hat{f}_{i+\frac{1}{2}}^{+(m)}, \quad \hat{f}_{i+\frac{1}{2}}^{-(m)} = f^-(\bar{u}_{i+1}) - d\hat{f}_{i+\frac{1}{2}}^{-(m)}, \) and \( \hat{f}_{i+\frac{1}{2}}^{(m)} = \hat{f}_{i+\frac{1}{2}}^{+(m)} + \hat{f}_{i+\frac{1}{2}}^{-(m)} \). The following result was proved in [101]:

**Lemma 6.2.8.** For any \( n \) and \( \Delta t \) such that \( 0 \leq n\Delta t \leq T \), scheme (6.10) is TVBM (total variation bounded in the means): \( TV(\bar{u}^n) = \sum_i |\bar{u}_{i+1}^n - \bar{u}_i^n| \leq C \), where \( C \) is independent of \( \Delta t \), under the CFL condition \( \max_u \left( \frac{\partial}{\partial u} f^+(u) - \frac{\partial}{\partial u} f^-(u) \right) \frac{\Delta t}{\Delta x} \leq \frac{1}{2} \).

Next we show that the TVB scheme still satisfies (6.6).

**Theorem 6.2.9.** If \( u_i^n \in [m,M] \), then under a suitable CFL condition, the TVB scheme (6.10) satisfies

\[
m \leq \frac{1}{6}(u_{i-1}^{n+1} + 4u_i^{n+1} + u_{i+1}^{n+1}) \leq M.
\]
Proof. Let $\lambda = \frac{\Delta t}{\Delta x}$, then we have
\[
\begin{align*}
\bar{u}^{n+1}_i &= \bar{u}^n_i - \lambda (\hat{f}^{+(m)}_{i+\frac{1}{2}} - \hat{f}^{-(m)}_{i-\frac{1}{2}}) \\
&= \frac{1}{4}(\bar{u}^n_i - 4\lambda \hat{f}^{+(m)}_{i+\frac{1}{2}}) + \frac{1}{4}(\bar{u}^n_i - 4\lambda \hat{f}^{-+(m)}_{i+\frac{1}{2}}) + \frac{1}{4}(\bar{u}^n_i + 4\lambda \hat{f}^{+(m)}_{i-\frac{1}{2}}) + \frac{1}{4}(\bar{u}^n_i + 4\lambda \hat{f}^{-+(m)}_{i-\frac{1}{2}}).
\end{align*}
\]

We will show $\bar{u}^{n+1}_i \in [m, M]$ by proving that the four terms satisfy
\[
\begin{align*}
\bar{u}^n_i - 4\lambda \hat{f}^{+(m)}_{i+\frac{1}{2}} &\in [m - 4\lambda f^+(m), M - 4\lambda f^+(M)], \\
\bar{u}^n_i - 4\lambda \hat{f}^{--(m)}_{i+\frac{1}{2}} &\in [m - 4\lambda f^-(m), M - 4\lambda f^-(M)], \\
\bar{u}^n_i + 4\lambda \hat{f}^{+(m)}_{i-\frac{1}{2}} &\in [m + 4\lambda f^+(m), M + 4\lambda f^+(M)], \\
\bar{u}^n_i + 4\lambda \hat{f}^{--(m)}_{i-\frac{1}{2}} &\in [m + 4\lambda f^-(m), M + 4\lambda f^-(M)],
\end{align*}
\]
under the CFL condition
\[
\lambda \max_u |f(\pm)(u)| \leq \frac{1}{12}. \tag{6.12}
\]

We only discuss the first term since the proof for the rest is similar. We notice that $u - 4\lambda f^+(u)$ and $u - 12\lambda f^+(u)$ are monotonically increasing functions of $u$ under the CFL constraint (6.12), thus $u \in [m, M]$ implies $u - 4\lambda f^+(u) \in [m - 4\lambda f^+(m), M - 4\lambda f^+(M)]$ and $u - 12\lambda f^+(u) \in [m - 12\lambda f^+(m), M - 12\lambda f^+(M)]$. For convenience, we drop the time step $n$, then we have
\[
\bar{u}_i - 4\lambda \hat{f}^{+(m)}_{i+\frac{1}{2}} = \bar{u}_i - 4\lambda (f^+(\bar{u}_i) + d\hat{f}^{+(m)}_{i+\frac{1}{2}}),
\]
where the value of $d\hat{f}^{+(m)}_{i+\frac{1}{2}}$ has four possibilities:

1. If $d\hat{f}^{+(m)}_{i+\frac{1}{2}} = 0$, then
\[
\bar{u}_i - 4\lambda \hat{f}^{+(m)}_{i+\frac{1}{2}} = \bar{u}_i - 4\lambda f^+(\bar{u}_i) \in [m - 4\lambda f^+(m), M - 4\lambda f^+(M)].
\]
2. If \( \hat{f}^+_{i+\frac{1}{2}} = \hat{f}^+_{i+\frac{1}{2}} \), then we get

\[
\bar{u}_i - 4\lambda \hat{f}^+_{i+\frac{1}{2}} = \frac{1}{6}(u_{i-1} + 4u_i + u_{i+1}) - 4\lambda \frac{f^+(u_i) + f^+(u_{i+1})}{2} \\
= \frac{1}{6}u_{i-1} + \frac{2}{3}(u_i - 3\lambda f^+(u_i)) + \frac{1}{6}(u_{i+1} - 12\lambda f^+(u_{i+1})).
\]

By the monotonicity of the function \( u - 12\lambda f^+(u) \) and \( u - 3\lambda f^+(u) \), we have

\[
u_i - 3\lambda f^+(u_i) \in [m - 3\lambda f^+(m), M - 3\lambda f^+(M)],
\]

\[
u_{i+1} - 12\lambda f^+(u_{i+1}) \in [m - 12\lambda f^+(m), M - 12\lambda f^+(M)],
\]

which imply \( \bar{u}_i - 4\lambda \hat{f}^+_{i+\frac{1}{2}} \in [m - 4\lambda f^+(m), M - 4\lambda f^+(M)] \).

3. If \( \hat{f}^+_{i+\frac{1}{2}} = \Delta^+ f^+(\bar{u}_i) \), \( \bar{u}_i - 4\lambda \hat{f}^+_{i+\frac{1}{2}} = \bar{u}_i - 4\lambda f^+(\bar{u}_{i+1}) \). If \( \Delta^+ f^+(\bar{u}_i) > 0 \), \( \bar{u}_i - 4\lambda f^+(\bar{u}_{i+1}) < \bar{u}_i - 4\lambda f^+(\bar{u}_i) \leq M - 4\lambda f^+(M) \), which implies the upper bound holds.

Due to the definition of the \textit{minmod} function, we can get \( 0 < \Delta^+ f^+(\bar{u}_i) < \hat{f}^+_{i+\frac{1}{2}} \).

Thus, \( \hat{f}^+_{i+\frac{1}{2}} = \frac{f^+(u_i) + f^+(u_{i+1})}{2} = f^+(\bar{u}_i) + \hat{f}^+_{i+\frac{1}{2}} > f^+(\bar{u}_i) + \Delta^+ f^+(\bar{u}_i) = f^+(\bar{u}_{i+1}) \). Then, \( \bar{u}_i - 4\lambda f^+(\bar{u}_{i+1}) > \bar{u}_i - 4\lambda f^+(\bar{u}_i) \geq m - 4\lambda f^+(m) \), which gives the lower bound.

For the case \( \Delta^+ f^+(\bar{u}_i) < 0 \), the proof is similar.

4. If \( \hat{f}^+_{i+\frac{1}{2}} = \Delta^+ f^+(\bar{u}_{i+1}) \), the proof is the same as the previous case.

\(
\square
\)

6.2.4 One-dimensional convection diffusion problems

We consider the one-dimensional convection diffusion problems with periodic boundary conditions: \( u_t + f(u)_x = a(u)_{xx}, \quad u(x,0) = u_0(x) \), where \( a(u) \geq 0 \). Let \( \mathbf{f}^n \) denote the column vector with entries \( f(u^n_1), \cdots, f(u^n_N) \). By notations introduced in Section 6.2.1, the fourth-order compact finite difference with forward Euler can be denoted as:

\[
\mathbf{u}^{n+1} = \mathbf{u}^n - \frac{\Delta t}{\Delta x} W_1^{-1} D_x \mathbf{f}^n + \frac{\Delta t}{\Delta x^2} W_2^{-1} D_{xx} \mathbf{a}^n.
\] (6.13)
Recall that we have abused the notation by using $W_1 f^n_i$ to denote the $i$-th entry of the vector $W_1 f^n$ and we have defined $\tilde{u}_i = W_1 u_i$. We now define

$$\tilde{u}_i = W_2 u_i.$$  

Notice that $W_1$ and $W_2$ are both circulant thus they both can be diagonalized by the discrete Fourier matrix, so $W_1$ and $W_2$ commute. Thus we have

$$\tilde{\tilde{u}}_i = (W_2 W_1 u)_i = (W_1 W_2 u)_i = \tilde{u}_i.$$  

Let $f^n_i = f(u^n_i)$ and $a^n_i = a(u^n_i)$, then the scheme (6.13) can be written as

$$\tilde{u}^{n+1}_i = \tilde{u}^n_i - \frac{\Delta t}{\Delta x} W_2 D_x f^n_i + \frac{\Delta t}{\Delta x^2} W_1 D_{xx} a^n_i.$$  

**Theorem 6.2.10.** Under the CFL constraint $\frac{\Delta t}{\Delta x} \max_u |f(u)| \leq \frac{1}{6}, \frac{\Delta t}{\Delta x^2} \max_u a(u) \leq \frac{5}{24}$, if $u^n_i \in [m,M]$, then the scheme (6.13) satisfies that $m \leq \tilde{u}^{n+1}_i \leq M$.

**Proof.** Let $\lambda = \frac{\Delta t}{\Delta x}$ and $\mu = \frac{\Delta t}{\Delta x^2}$. We can rewrite the scheme (6.13) as

$$u^{n+1} = \frac{1}{2}(u^n - 2\lambda W_1^{-1} D_x f^n) + \frac{1}{2}(u^n + 2\mu W_2^{-1} D_{xx} a^n),$$

$$W_2 W_1 u^{n+1} = \frac{1}{2} W_2(W_1 u^n - 2\lambda D_x f^n) + \frac{1}{2} W_1(W_2 u^n + 2\mu D_{xx} a^n),$$

$$\tilde{\tilde{u}}^{n+1}_i = \frac{1}{2} W_2(\tilde{u}^n_i - 2\lambda D_x f^n_i) + \frac{1}{2} W_1(\tilde{u}^n_i + 2\mu D_{xx} a^n_i).$$

By Theorem 6.2.1, we have $\tilde{u}^n_i - 2\lambda D_x f^n_i \in [m,M]$. We also have

$$\tilde{u}^n_i + 2\mu D_{xx} a^n_i = \frac{1}{12} (u^n_{i-1} + 10u^n_i + u^n_{i+1}) + 2\mu (a^n_{i-1} - 2a^n_i + a^n_{i+1})$$

$$= \left(\frac{5}{6} u^n_i - 4\mu a^n_i\right) + \left(\frac{1}{12} u^n_{i-1} + 2\mu a^n_{i-1}\right) + \left(\frac{1}{12} u^n_{i+1} + 2\mu a^n_{i+1}\right).$$

Due to monotonicity under the CFL constraint and the assumption $a(u) \geq 0$, we get $\tilde{u}^n_i + 2\mu D_{xx} a^n_i \in [m,M]$. Thus we get $\tilde{\tilde{u}}^{n+1}_i \in [m,M]$ since it is a convex combination of $\tilde{u}^n_i - 2\lambda D_x f^n_i$ and $\tilde{u}^n_i + 2\mu D_{xx} a^n_i$.  

$\square$
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Given point values \( u_i \) satisfying \( \bar{\tilde{u}}_i \in [m, M] \) for any \( i \), Lemma 6.2.2 no longer holds since \( \bar{\tilde{u}}_i \) has a five-point stencil. However, the same three-point stencil limiter in Algorithm 2 can still be used to enforce the lower and upper bounds. Given \( \bar{\tilde{u}}_i = W_2W_1u_i \), \( i = 1, \ldots, N \), conceptually we can obtain the point values \( u_i \) by first computing \( \bar{u}_i = W_2^{-1}\bar{\tilde{u}}_i \) then computing \( u_i = W_1^{-1}\bar{u}_i \). Thus we can apply the limiter in Algorithm 2 twice to enforce \( u_i \in [m, M] \):

1. Given \( \bar{\tilde{u}}_i \in [m, M] \), compute \( \bar{u}_i = W_2^{-1}\bar{\tilde{u}}_i \) which are not necessarily in the range \( [m, M] \). Then apply the limiter in Algorithm 2 to \( \bar{u}_i, i = 1, \ldots, N \). Let \( \bar{v}_i \) denote the output of the limiter. Since we have

\[
\bar{u}_i = \bar{\tilde{u}}_i = \frac{1}{c+2}(\bar{u}_{i-1} + c\bar{u}_i + \bar{u}_{i+1}), \quad c = 10,
\]

all discussions in Section 6.2.2 are still valid, thus we have \( \bar{v}_i \in [m, M] \).

2. Compute \( u_i = W_1^{-1}\bar{v}_i \). Apply the limiter in Algorithm 2 to \( u_i, i = 1, \ldots, N \). Let \( v_i \) denote the output of the limiter. Then we have \( v_i \in [m, M] \).

### 6.2.5 High order time discretizations

For high order time discretizations, we can use strong stability preserving (SSP) Runge-Kutta and multistep methods, which are convex combinations of formal forward Euler steps. Thus if using the limiter in Algorithm 2 for fourth order compact finite difference schemes considered in this section on each stage in a SSP Runge-Kutta method or each time step in a SSP multistep method, the bound-preserving property still holds.

In the numerical tests, we will use a fourth order SSP multistep method and a fourth order SSP Runge-Kutta method \([97]\). Now consider solving \( u_t = F(u) \). The SSP coefficient \( C \) for a SSP time discretization is a constant so that the high order SSP time discretization is stable in a norm or a semi-norm under the time step restriction \( \Delta t \leq C\Delta t_0 \), if under the time step restriction \( \Delta t \leq \Delta t_0 \) the forward Euler is stable in the same norm or semi-norm. The fourth order SSP Multistep method (with SSP coefficient \( C_{ms} = 0.1648 \)) and the fourth order SSP Runge-Kutta method (with SSP coefficient \( C_{rk} = 1.508 \)) will be used in the numerical tests. See \([97]\) for their definitions.
In Section 6.2.2 we have shown that the limiters in Algorithm 1 and Algorithm 2 are high order accurate provided \( u_i \) are high order accurate approximations to a smooth function \( u(x) \in [m, M] \). This assumption holds for the numerical solution in a multistep method in each time step, but it is no longer true for inner stages in the Runge-Kutta method. So only SSP multistep methods with the limiter Algorithm 2 are genuinely high order accurate schemes. For SSP Runge-Kutta methods, using the bound-preserving limiter for compact finite difference schemes might result in an order reduction. The order reduction for bound-preserving limiters for finite volume and DG schemes with Runge-Kutta methods was pointed out in [23] due to the same reason. However, such an order reduction in compact finite difference schemes is more prominent, as we will see in the numerical tests.

6.3 Extensions To Two-dimensional Problems

In this section we consider initial value problems on a square \([0, 1] \times [0, 1]\) with periodic boundary conditions. Let \((x_i, y_j) = (\frac{i}{N_x}, \frac{j}{N_y}) \ (i = 1, \cdots, N_x, j = 1, \cdots, N_y)\) be the uniform grid points on the domain \([0, 1] \times [0, 1]\). For a periodic function \(f(x, y)\) on \([0, 1] \times [0, 1]\), let \(\mathbf{f}\) be a matrix of size \(N_x \times N_y\) with entries \(f_{ij}\) representing point values \(f(u_{ij})\). We first define two linear operators \(W_{1x}\) and \(W_{1y}\) from \(\mathbb{R}^{N_x \times N_y}\) to \(\mathbb{R}^{N_x \times N_y}\):

\[
W_{1x} \mathbf{f} = \frac{1}{6} \begin{pmatrix}
4 & 1 & 1 \\
1 & 4 & 1 \\
\vdots & \vdots & \vdots \\
1 & 4 & 1 \\
1 & 1 & 4
\end{pmatrix}_{N_x \times N_y} \begin{pmatrix}
f_{11} \\
f_{21} \\
\vdots \\
f_{N_x-1,1} \\
f_{N_x,1}
\end{pmatrix}
\begin{pmatrix}
f_{12} & \cdots & f_{1,N_y} \\
f_{22} & \cdots & f_{2,N_y} \\
\vdots & \ddots & \vdots \\
f_{N_x-1,2} & \cdots & f_{N_x-1,N_y} \\
f_{N_x,2} & \cdots & f_{N_x,N_y}
\end{pmatrix}
\]

\[
W_{1y} \mathbf{f} = \begin{pmatrix}
f_{11} & f_{12} & \cdots & f_{1,N_y} \\
f_{21} & f_{22} & \cdots & f_{2,N_y} \\
\vdots & \vdots & \ddots & \vdots \\
f_{N_x-1,1} & f_{N_x-1,2} & \cdots & f_{N_x-1,N_y} \\
f_{N_x,1} & f_{N_x,2} & \cdots & f_{N_x,N_y}
\end{pmatrix}_{N_x \times N_y} \begin{pmatrix}
4 & 1 & 1 \\
1 & 4 & 1 \\
\vdots & \vdots & \vdots \\
1 & 1 & 4
\end{pmatrix}_{N_y \times N_y}
\]
We can define $W_{2x}, W_{2y}, D_x, D_y, W_{2x}$ and $W_{2y}$ similarly such that the subscript $x$ denotes the multiplication of the corresponding matrix from the left for the $x$-index and the subscript $y$ denotes the multiplication of the corresponding matrix from the right for the $y$-index. We abuse the notations by using $W_{1x}f_{ij}$ to denote the $(i,j)$ entry of $W_{1x}f$. We only discuss the forward Euler from now on since the discussion for high order SSP time discretizations are the same as in Section 6.2.5.

### 6.3.1 Two-dimensional convection equations

Consider solving the two-dimensional convection equation: $u_t + f(u)_x + g(u)_y = 0$, $u(x, y, 0) = u_0(x, y)$. By the our notations, the fourth order compact scheme with the forward Euler time discretization can be denoted as:

$$u_{ij}^{n+1} = u_{ij}^n - \frac{\Delta t}{\Delta x} W_{1x}^{-1} D_x f_{ij}^n - \frac{\Delta t}{\Delta y} W_{1y}^{-1} D_y g_{ij}^n. \quad (6.14)$$

We define $\bar{u}^n = W_{1x} W_{1y} u^n$, then by applying $W_{1y} W_{1x}$ to both sides, (6.14) becomes

$$\bar{u}_{ij}^{n+1} = \bar{u}_{ij}^n - \frac{\Delta t}{\Delta x} W_{1y} D_x f_{ij}^n - \frac{\Delta t}{\Delta y} W_{1x} D_y g_{ij}^n. \quad (6.15)$$

**Theorem 6.3.1.** Under the CFL constraint

$$\frac{\Delta t}{\Delta x} \max_u |f(u)| + \frac{\Delta t}{\Delta y} \max_u |g(u)| \leq \frac{1}{3}, \quad (6.16)$$

if $u_{ij}^n \in [m, M]$, then the scheme (6.15) satisfies $\bar{u}_{ij}^{n+1} \in [m, M]$.

**Proof.** For convenience, we drop the time step $n$ in $u_{ij}^n, f_{ij}^n$, and introduce:

$$U = \begin{pmatrix} u_{i-1,j+1} & u_{i,j+1} & u_{i+1,j+1} \\ u_{i-1,j} & u_{i,j} & u_{i+1,j} \\ u_{i-1,j-1} & u_{i,j-1} & u_{i+1,j-1} \end{pmatrix}, \quad F = \begin{pmatrix} f_{i-1,j+1} & f_{i,j+1} & f_{i+1,j+1} \\ f_{i-1,j} & f_{i,j} & f_{i+1,j} \\ f_{i-1,j-1} & f_{i,j-1} & f_{i+1,j-1} \end{pmatrix}. $$
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Let $\lambda_1 = \frac{\Delta t}{\Delta x}$ and $\lambda_2 = \frac{\Delta t}{\Delta y}$, then the scheme (6.15) can be written as

$$\bar{u}_{ij}^{n+1} = W_{1y}W_{1x}u_{ij}^n - \lambda_1 W_{1y}D_x f_{ij}^n - \lambda_2 W_{1x}D_y g_{ij}^n,$$

$$=\frac{1}{36} \begin{pmatrix} 1 & 4 & 1 \\ 4 & 16 & 4 \\ 1 & 4 & 1 \end{pmatrix} : U - \frac{\lambda_1}{12} \begin{pmatrix} -1 & 0 & 1 \\ -4 & 0 & 4 \\ -1 & 0 & 1 \end{pmatrix} : F - \frac{\lambda_2}{12} \begin{pmatrix} 1 & 4 & 1 \\ 0 & 0 & 0 \\ -1 & -4 & -1 \end{pmatrix} : G,$$

where $: \text{ denotes the sum of all entrywise products in two matrices of the same size. Obviously the right hand side above is a monotonically increasing function with respect to $u_{lm}$ for $i-1 \leq l \leq i+1$, $j-1 \leq m \leq j+1$ under the CFL constraint (6.16). The monotonicity implies the bound-preserving result of $\bar{u}_{ij}^{n+1}$. \hfill \square$

Given $\bar{u}_{ij}$, we can recover point values $u_{ij}$ by obtaining first $v_{ij} = W^{-1}_{1x}\bar{u}_{ij}$ then $u_{ij} = W^{-1}_{1y}v_{ij}$. Thus similar to the discussions in Section 6.2.4, given point values $u_{ij}$ satisfying $\bar{u}_{ij} \in [m,M]$ for any $i$ and $j$, we can use the limiter in Algorithm 2 in a dimension by dimension fashion to enforce $u_{ij} \in [m,M]$:

1. Given $\bar{u}_{ij} \in [m,M]$, compute $v_{ij} = W^{-1}_{1x}\bar{u}_{ij}$ which are not necessarily in the range $[m,M]$. Then apply the limiter in Algorithm 2 to $v_{ij}$ ($i = 1, \cdots, N_x$) for each fixed $j$. Since we have

$$\bar{v}_{ij} = \frac{1}{c+2}(v_{i-1,j} + cv_{i,j} + v_{i+1,j}), \quad c = 4,$$

all discussions in Section 6.2.2 are still valid. Let $\bar{v}_{ij}$ denote the output of the limiter, thus we have $\bar{v}_{ij} \in [m,M]$.

2. Compute $u_{ij} = W^{-1}_{1y}\bar{v}_{ij}$. Then we have

$$\bar{v}_{ij} = \frac{1}{c+2}(u_{i,j-1} + cu_{i,j} + u_{i,j+1}), \quad c = 4.$$ 

Apply the limiter in Algorithm 2 to $u_{ij}$ ($j = 1, \cdots, N_y$) for each fixed $i$. Then the output values are in the range $[m,M]$. 
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6.3.2 Two-dimensional convection diffusion equations

Consider the two-dimensional convection diffusion problem:

\[ u_t + f(u)_x + g(u)_y = a(u)_{xx} + b(u)_{xx}, \quad u(x, y, 0) = u_0(x, y), \]

where \( a(u) \geq 0 \) and \( b(u) \geq 0 \). A fourth-order accurate compact finite difference scheme can be written as

\[
\frac{du}{dt} = -\frac{1}{\Delta x} W_{1x}^{-1} D_x f - \frac{1}{\Delta y} W_{1y}^{-1} D_y g + \frac{1}{\Delta x^2} W_{2x}^{-1} D_{xx} a + \frac{1}{\Delta y^2} W_{2y}^{-1} D_{yy} b.
\]

Let \( \lambda_1 = \frac{\Delta t}{\Delta x}, \lambda_2 = \frac{\Delta t}{\Delta y}, \mu_1 = \frac{\Delta t}{\Delta x^2} \) and \( \mu_2 = \frac{\Delta t}{\Delta y^2} \). With the forward Euler time discretization, the scheme becomes

\[
u^{n+1}_{ij} = u^n_{ij} - \lambda_1 W_{1x}^{-1} D_x f^n_{ij} - \lambda_2 W_{1y}^{-1} D_y g^n_{ij} + \mu_1 W_{2x}^{-1} D_{xx} a^n_{ij} + \mu_2 W_{2y}^{-1} D_{yy} b^n_{ij}.
\]

(6.17)

We first define \( \bar{u} = W_{1x} W_{1y} u \) and \( \tilde{u} = W_{2x} W_{2y} u \), where \( W_1 = W_{1x} W_{1y} \) and \( W_2 = W_{2x} W_{2y} \). Due to the fact \( W_1 W_2 = W_2 W_1 \), we have

\[
\tilde{u} = W_{2x} W_{2y} (W_{1x} W_{1y} u) = W_{1x} W_{1y} (W_{2x} W_{2y} u) = \bar{u}.
\]

The scheme (6.17) is equivalent to the following form:

\[
\tilde{u}^{n+1}_{ij} = \bar{u}^n_{ij} - \lambda_1 W_{1y} W_{2x} W_{2y} D_x f^n_{ij} - \lambda_2 W_{1x} W_{2x} W_{2y} D_y g^n_{ij} + \mu_1 W_{1x} W_{1y} W_{2x} D_{xx} a^n_{ij} + \mu_2 W_{1x} W_{1y} W_{2y} D_{yy} b^n_{ij}.
\]

Theorem 6.3.2. Under the CFL constraint

\[
\frac{\Delta t}{\Delta x} \max_u |f(u)| + \frac{\Delta t}{\Delta y} \max_u |g(u)| \leq \frac{1}{6} \frac{\Delta t}{\Delta x^2} \max_u a(u) + \frac{\Delta t}{\Delta y^2} \max_u b(u) \leq \frac{5}{24},
\]

(6.18)

if \( u^n_{ij} \in [m, M] \), then the scheme (6.17) satisfies \( \tilde{u}^{n+1}_{ij} \in [m, M] \).
Proof. By using \( \tilde{u}_{ij}^n = \frac{1}{2} \tilde{u}_{ij} + \frac{1}{2} \tilde{u}_{ij} \), we obtain

\[
\tilde{u}_{ij}^{n+1} = \frac{1}{2} W_{2x} W_{2y} \left[ \tilde{u}_{ij}^n - 2\lambda_1 W_{1y} D_{x} f_{ij}^n - 2\lambda_2 W_{1x} D_{y} g_{ij}^n \right] + \frac{1}{2} W_{1x} W_{1y} \left[ \tilde{u}_{ij}^n + 2\mu_1 W_{2y} D_{xx} a_{ij}^n + 2\mu_2 W_{2x} D_{yy} b_{ij}^n \right].
\]

Let \( \tilde{v}_{ij} = \tilde{u}_{ij}^n - 2\lambda_1 W_{1y} D_{x} f_{ij}^n - 2\lambda_2 W_{1x} D_{y} g_{ij}^n \), \( \tilde{w}_{ij} = \tilde{u}_{ij}^n + 2\mu_1 W_{2y} D_{xx} a_{ij}^n + 2\mu_2 W_{2x} D_{yy} b_{ij}^n \). Then by the same discussion as in the proof of Theorem 6.3.1, we can show \( \tilde{v}_{ij} \in [m, M] \). For \( \tilde{w}_{ij} \), it can be written as

\[
\tilde{w}_{ij} = \frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \\ 1 & 10 & 1 \end{pmatrix} : U + \frac{\mu_1}{6} \begin{pmatrix} 1 & -2 & 1 \\ 10 & -20 & 10 \\ 1 & -2 & 1 \end{pmatrix} : A + \frac{\mu_2}{6} \begin{pmatrix} 1 & 10 & 1 \\ -2 & -20 & -2 \\ 10 & 10 & 1 \end{pmatrix} : B,
\]

\[
A = \begin{pmatrix} a_{i-1,j+1} & a_{i,j+1} & a_{i+1,j+1} \\ a_{i-1,j} & a_{i,j} & a_{i+1,j} \\ a_{i-1,j-1} & a_{i,j-1} & a_{i+1,j-1} \end{pmatrix}, \quad B = \begin{pmatrix} b_{i-1,j+1} & b_{i,j+1} & b_{i+1,j+1} \\ b_{i-1,j} & b_{i,j} & b_{i+1,j} \\ b_{i-1,j-1} & b_{i,j-1} & b_{i+1,j-1} \end{pmatrix}.
\]

Under the CFL constraint (6.18), \( \tilde{w}_{ij} \) is a monotonically increasing function of \( u_{ij}^n \) involved thus \( \tilde{w}_{ij} \in [m, M] \). Therefore, \( \tilde{u}_{ij}^{n+1} \in [m, M] \).

Given \( \tilde{u}_{ij} \), we can recover point values \( u_{ij} \) by obtaining first \( \tilde{u}_{ij} = W_{1x}^{-1} W_{1y}^{-1} \tilde{u}_{ij} \) then \( u_{ij} = W_{2x}^{-1} W_{2y}^{-1} \tilde{u}_{ij} \). Thus similar to the discussions in the previous subsection, given point values \( u_{ij} \) satisfying \( \tilde{u}_{ij} \in [m, M] \) for any \( i \) and \( j \), we can use the limiter in Algorithm 2 dimension by dimension several times to enforce \( u_{ij} \in [m, M] \):

1. Given \( \tilde{u}_{ij} \in [m, M] \), compute \( \bar{u}_{ij} = W_{1x}^{-1} W_{1y}^{-1} \tilde{u}_{ij} \) and apply the limiting algorithm in the previous subsection to ensure \( \bar{u}_{ij} \in [m, M] \).

2. Compute \( v_{ij} = W_{2x}^{-1} \bar{u}_{ij} \) which are not necessarily in the range \( [m, M] \). Then apply the limiter in Algorithm 2 to \( v_{ij} \) for each fixed \( j \). Since we have

\[
\bar{u}_{ij} = \frac{1}{c + 2} (v_{i-1,j} + cv_{i,j} + v_{i+1,j}), \quad c = 10,
\]
all discussions in Section 6.2.2 are still valid. Let $\tilde{v}_{ij}$ denote the output of the limiter, thus we have $\tilde{v}_{ij} \in [m, M]$.

3. Compute $u_{ij} = W_{2y}^{-1}\tilde{v}_{ij}$. Then we have $\tilde{v}_{ij} = \frac{1}{c+2}(u_{i,j-1} + cu_{i,j} + u_{i,j+1})$, $c = 10$. Apply the limiter in Algorithm 2 to $u_{ij}$ for each fixed $i$. Then the output values are in the range $[m, M]$.

6.4 Two-dimensional Incompressible Navier-Stokes Equation

In this section we consider the two-dimensional incompressible Navier-Stokes equation in the vorticity stream-function form:

$$\omega_t + (u\omega)_x + (v\omega)_y = \frac{1}{Re}\Delta\omega,$$  \hspace{1cm} (6.19a)
$$\psi = \Delta \omega,$$ \hspace{1cm} (6.19b)
$$\langle u, v \rangle = \langle -\psi_y, \psi_x \rangle,$$ \hspace{1cm} (6.19c)

where $\omega$ is the vorticity, $\psi$ is the stream function, $\langle u, v \rangle$ is the velocity and $Re$ is the Reynolds number. The equation (6.19c) implies the incompressibility condition

$$u_x + v_y = 0.$$ \hspace{1cm} (6.20)

Due to (6.20), (6.19a) is equivalent to

$$\omega_t + u\omega_x + v\omega_y = \frac{1}{Re}\Delta\omega,$$ \hspace{1cm} (6.21)

for which the initial value problem satisfies the same bound-preserving property as discussed before:

$$\min_{x,y} \omega(x, y, 0) = m \leq \omega(x, y, t) \leq M = \max_{x,y} \omega(x, y, 0).$$

If solving (6.21) directly, it is usually easier to achieve a bound-preserving scheme. But for the sake of conservation, it is desired to solve the conservative form equation (6.19a). In order to enforce the bound-preserving property for (6.19a) without losing accuracy, the
divergence free constraint (6.20) must be properly used since the bound-preserving property may not hold for (6.19a) without (6.20), see [23], [102], [103].

For simplicity, we only consider a periodic boundary condition on a square $[0, 1] \times [0, 1]$. Let $(x_i, y_j) = (\frac{i}{N_x}, \frac{j}{N_y}) (i = 1, \cdots, N_x, j = 1, \cdots, N_y)$ be the uniform grid points on the domain $[0, 1] \times [0, 1]$. All notations are the same as in the previous section.

Standard fourth order compact finite difference schemes can be used to solve the Poisson equation (6.19b). Efficient Fourier-based Poisson solvers can be constructed.

### 6.4.1 Incompressible Euler equations

For simplicity, we first consider how to achieve the weak monotonicity for the incompressible Euler equations

$$\omega_t + (u\omega)_x + (v\omega)_y = 0. \quad (6.22)$$

A fourth order compact finite difference scheme with the forward Euler method for (6.22) can be given as

$$\begin{align*}
\omega_{ij}^{n+1} &= \omega_{ij}^n - \lambda_1 [W_{1x}^{-1}D_x(u^n \circ \omega^n)]_{ij} - \lambda_2 [W_{1y}^{-1}D_y(u^n \circ \omega^n)]_{ij}, \\
&= \frac{1}{36} \begin{pmatrix}
1 & 4 & 1 \\
4 & 16 & 4 \\
1 & 4 & 1
\end{pmatrix} \Omega^n - \frac{\lambda_1}{12} \begin{pmatrix}
-1 & 0 & 1 \\
-4 & 0 & 4 \\
-1 & 0 & 1
\end{pmatrix} (U^n \circ \Omega^n) - \frac{\lambda_2}{12} \begin{pmatrix}
1 & 4 & 1 \\
0 & 0 & 0 \\
-1 & -4 & -1
\end{pmatrix} (V^n \circ \Omega^n),
\end{align*}

(6.24)$$

where $\circ$ denotes the matrix Hadamard product, and

$$U = \begin{pmatrix}
u_{i-1,j+1} & u_{i,j+1} & u_{i+1,j+1} \\
u_{i-1,j} & u_{i,j} & u_{i+1,j} \\
u_{i-1,j-1} & u_{i,j-1} & u_{i+1,j-1}
\end{pmatrix}, \quad V = \begin{pmatrix}
v_{i-1,j+1} & v_{i,j+1} & v_{i+1,j+1} \\
v_{i-1,j} & v_{i,j} & v_{i+1,j} \\
v_{i-1,j-1} & v_{i,j-1} & v_{i+1,j-1}
\end{pmatrix}, \quad \Omega = \begin{pmatrix}
\omega_{i-1,j+1} & \omega_{i,j+1} & \omega_{i+1,j+1} \\
\omega_{i-1,j} & \omega_{i,j} & \omega_{i+1,j} \\
\omega_{i-1,j-1} & \omega_{i,j-1} & \omega_{i+1,j-1}
\end{pmatrix}. $$
By the discussions in the Section 6.3.1, we can easily conclude that \( \bar{\omega}_{ij}^{n+1} \) is a monotonically increasing function with respect to all \( \omega_{ij}^n \) involved in (6.24) under the CFL condition

\[
\frac{\Delta t}{\Delta x} \max_{ij} |u_{ij}^n| + \frac{\Delta t}{\Delta y} \max_{ij} |v_{ij}^n| \leq \frac{1}{3}.
\]

However, to obtain \( \bar{\omega}_{ij}^{n+1} \in [m, M] \), the monotonicity is sufficient only if the following consistency condition holds:

\[
\omega_{ij}^n \equiv m \Rightarrow \bar{\omega}_{ij}^{n+1} = m, \quad \omega_{ij}^n \equiv M \Rightarrow \bar{\omega}_{ij}^{n+1} = M. \tag{6.25}
\]

Plugging \( \omega_{ij}^n \equiv m \) in (6.24), we get

\[
\omega_{ij}^{n+1} = m + \frac{\Delta t}{6\Delta x} \left( \frac{u_{i+1,j-1}^n - u_{i-1,j-1}^n}{2} + \frac{4(u_{i+1,j}^n - u_{i-1,j}^n)}{2} + \frac{u_{i+1,j+1}^n - u_{i-1,j+1}^n}{2} \right) + \frac{\Delta t}{6\Delta y} \left( \frac{v_{i-1,j+1}^n - v_{i-1,j-1}^n}{2} + \frac{4(v_{i,j+1}^n - v_{i,j-1}^n)}{2} + \frac{v_{i+1,j+1}^n - v_{i+1,j-1}^n}{2} \right).
\]

Thus the consistency (6.25) holds only if the velocity \( \langle u^n, v^n \rangle \) satisfies:

\[
\frac{1}{6\Delta x} \left( \frac{u_{i+1,j-1}^n - u_{i-1,j-1}^n}{2} + \frac{4(u_{i+1,j}^n - u_{i-1,j}^n)}{2} + \frac{u_{i+1,j+1}^n - u_{i-1,j+1}^n}{2} \right) + \frac{1}{6\Delta y} \left( \frac{v_{i-1,j+1}^n - v_{i-1,j-1}^n}{2} + \frac{4(v_{i,j+1}^n - v_{i,j-1}^n)}{2} + \frac{v_{i+1,j+1}^n - v_{i+1,j-1}^n}{2} \right) = 0. \tag{6.26}
\]

Thus we get the following bound-preserving result:

**Theorem 6.4.1.** If the velocity \( \langle u^n, v^n \rangle \) satisfies the constraint (6.26) and \( \omega_{ij}^n \in [m, M] \), then under the CFL constraint

\[
\frac{\Delta t}{\Delta x} \max_{ij} |u_{ij}^n| + \frac{\Delta t}{\Delta y} \max_{ij} |v_{ij}^n| \leq \frac{1}{3},
\]

the scheme (6.24) satisfies \( \bar{\omega}_{ij}^{n+1} \in [m, M] \).
6.4.2 A discrete divergence free velocity field

Note that (6.26) is a discrete divergence free constraint and we can reconstruct a fourth order accurate velocity field satisfying (6.26) by direct difference.

In the following discussion, we may discard the superscript \( n \) sometimes for convenience since everything discussed is at time step \( n \). Given \( \omega_{ij} \), we first compute \( \psi_{ij} \) by a fourth order compact finite difference scheme (i.e., the nine-point discrete Laplacian) for the Poisson equation (6.19b). Then by the fourth order compact finite difference we have

\[-D_y \Psi = W_{1y} u_{re}, \quad D_x \Psi = W_{1x} v_{re},\]

(6.27)

where

\[
\Psi = \begin{pmatrix}
\psi_{11} & \psi_{12} & \cdots & \psi_{1,N_y} \\
\psi_{21} & \psi_{22} & \cdots & \psi_{2,N_y} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{N_x-1,1} & \psi_{N_x-1,2} & \cdots & \psi_{N_x-1,N_y} \\
\psi_{N_x,1} & \psi_{N_x,2} & \cdots & \psi_{N_x,N_y}
\end{pmatrix}_{N_x \times N_y}.
\]

Write (6.26) in matrix form, then we have

\[D_x W_{1y} u + D_y W_{1x} v = 0.\]

We can clearly see that \( u_{re} \) and \( v_{re} \) constructed in (6.27) satisfy (6.26) immediately.

Now we let

\[u = u_{re}, \quad v = v_{re}.\]

6.4.3 A fourth order accurate bound-preserving scheme

For the Euler equations (6.22), the following implementation of the fourth order compact finite difference with forward Euler time discretization scheme can preserve the bounds:

1. Given \( \omega_{ij}^n \in [m, M] \), solve the Poisson equation by the fourth order accurate nine-point discrete Laplacian scheme to obtain point values of the stream function \( \psi_{ij} \).
2. Reconstruct $u$ and $v$ by (6.27).

3. Obtain $\bar{\omega}_{ij}^{n+1} \in [m, M]$ by scheme (6.24).

4. Apply the limiting procedure in Section 6.3.1 to obtain $\omega_{ij}^{n+1} \in [m, M]$.

For high order SSP time discretizations, we should use the same implementation above for each time stage or time step.

For the Navier-Stokes equations (6.19a), the scheme can be written as

$$
\omega_{ij}^{n+1} = \omega_{ij}^{n} - \lambda_1 [W_{1x}^{-1}D_x(u^n \circ \omega^n)]_{ij} - \lambda_2 [W_{1y}^{-1}D_y(v^n \circ \omega^n)]_{ij}
$$

$$
+ \frac{\mu_1}{Re} W_{2x}^{-1}D_{xx}\omega_{ij}^{n} + \frac{\mu_2}{Re} W_{2y}^{-1}D_{yy}\omega_{ij}^{n},
$$

which is equivalent to

$$
\tilde{\omega}_{ij}^{n+1} = \tilde{\omega}_{ij}^{n} - W_{2x}W_{2y} \begin{bmatrix}
\frac{1}{36} & 1 & 4 & 1 \\
4 & 16 & 4 & 1 \\
1 & 4 & 1 & 1
\end{bmatrix} \cdot \Omega^n - \frac{\lambda_1}{12} \begin{bmatrix} 1 & 0 & 1 \\
-4 & 0 & 4 \\
-1 & 0 & 1
\end{bmatrix} : (U^n \circ \Omega^n)
$$

$$
- \frac{\lambda_2}{12} \begin{bmatrix} 1 & 4 & 1 \\
0 & 0 & 0 \\
-1 & -4 & -1
\end{bmatrix} : (V^n \circ \Omega^n)
$$

$$
+ \frac{\mu_1}{Re} W_{1x}W_{1y}W_{2y}D_{xx}\omega_{ij}^{n} + \frac{\mu_2}{Re} W_{1x}W_{1y}W_{2x}D_{yy}\omega_{ij}^{n},
$$

(6.28)

Following the discussions in Section 6.4.1 and Section 6.3.2, we obtain the following result:

**Theorem 6.4.2.** If the velocity $(u^n, v^n)$ satisfies the constraint (6.26) and $\omega_{ij}^n \in [m, M]$, then under the CFL constraint

$$
\frac{\Delta t}{\Delta x} \max_{ij} |u_{ij}^n| + \frac{\Delta t}{\Delta y} \max_{ij} |v_{ij}^n| \leq \frac{1}{6}, \quad \frac{\Delta t}{Re \Delta x^2} + \frac{\Delta t}{Re \Delta y^2} \leq \frac{5}{24},
$$

the scheme (6.28) satisfies $\tilde{\omega}_{ij}^{n+1} \in [m, M]$. 
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We can use the same implementation in this subsection to first compute \( \tilde{\omega}_{ij}^{n+1} \in [m, M] \) by (6.28) then apply the limiting procedure in Section 6.3.2 to recover point values \( \omega_{ij}^{n+1} \in [m, M] \).

### 6.5 Higher Order Extensions

The weak monotonicity may not hold for a generic compact finite difference operator. See [71] for a general discussion of compact finite difference schemes. In this section we demonstrate how to construct a higher order accurate compact finite difference scheme satisfying the weak monotonicity. Following Section 6.2 and Section 6.3, we can use these compact finite difference operators to construct higher order accurate bound-preserving schemes.

#### 6.5.1 Higher order compact finite difference operators

Consider a compact finite difference approximation to the first order derivative in the following form:

\[
\beta_1 f_{i-2} + \alpha_1 f_{i-1} + f_i + \alpha_1 f_{i+1} + \beta_1 f_{i+2} = b_1 \frac{f_{i+2} - f_{i-2}}{4\Delta x} + a_1 \frac{f_{i+1} - f_{i-1}}{2\Delta x},
\]

(6.29)

where \( \alpha_1, \beta_1, a_1, b_1 \) are constants to be determined. To obtain a sixth order accurate approximation, there are many choices for \( \alpha_1, \beta_1, a_1, b_1 \). To ensure the approximation in (6.29) satisfies the weak monotonicity for solving scalar conservation laws under some CFL condition, we need \( \alpha_1 > 0, \beta_1 > 0 \). By requirements above, we obtain

\[
\beta_1 = \frac{1}{12}(-1 + 3\alpha_1), \quad a_1 = \frac{2}{9}(8 - 3\alpha_1), \quad b_1 = \frac{1}{18}(-17 + 57\alpha_1), \quad \alpha_1 > \frac{1}{3}.
\]

(6.30)

With (6.30), the approximation (6.29) is sixth order accurate and satisfies the weak monotonicity as discussed in Section 6.2.1. The truncation error of the approximation (6.29) and (6.30) is \( \frac{4}{97}(9\alpha_1 - 4)\Delta x^6 f^{(7)} + \mathcal{O}(\Delta x^8) \), so if setting

\[
\alpha_1 = \frac{4}{9}, \quad \beta_1 = \frac{1}{36}, \quad a_1 = \frac{40}{27}, \quad b_1 = \frac{25}{54},
\]

(6.31)
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we have an eighth order accurate approximation satisfying the weak monotonicity.

Now consider the fourth order compact finite difference approximations to the second derivative in the following form:

\[
\beta_2 f_{i-2} + \alpha_2 f_{i-1} + f_i + \alpha_2 f_{i+1} + \beta_2 f_{i+2} = b_2 \frac{f_{i+2} - 2f_i + f_{i-2}}{4\Delta x^2} + a_2 \frac{f_{i+1} - 2f_i + f_{i-1}}{\Delta x^2},
\]

with the truncation error \( \frac{-4}{6!} (-2 + 11\alpha_2 - 124\beta_2) \Delta x^4 f^{(6)} \). The fourth order scheme discussed in Section 6.2 is the special case with \( \alpha_2 = \frac{1}{10}, \beta_2 = 0, \ a_2 = \frac{6}{5}, \ b_2 = 0 \). If \( \beta_2 = \frac{11\alpha_2 - 2}{124} \), we get a family of sixth-order schemes satisfying the weak monotonicity:

\[
a_2 = \frac{-78\alpha_2 + 48}{31}, \quad b_2 = \frac{291\alpha_2 - 36}{62}, \quad \alpha_2 > 0.
\]

The truncation error of the sixth order approximation is \( \frac{4}{31 \cdot 8!} (1179\alpha_2 - 344) \Delta x^6 f^{(8)} \). Thus we obtain an eighth order approximation satisfying the weak monotonicity if

\[
\alpha_2 = \frac{344}{1179}, \beta_2 = \frac{23}{2358}, \ a_2 = \frac{320}{393}, \ b_2 = \frac{310}{393}, \ (6.33)
\]

with truncation error \( \frac{-172}{5676885} \Delta x^8 f^{(10)} \).

### 6.5.2 Convection problems

For the rest of this section, we will mostly focus on the family of sixth order schemes since the eighth order accurate scheme is a special case of this family. For \( u_t + f(u)_x = 0 \) with periodic boundary conditions on the interval \([0, 1]\), we get the following semi-discrete scheme:

\[
\frac{d}{dt} u = -\frac{1}{\Delta x} \bar{W}_1^{-1} \bar{D}_x f.
\]
where $f_i$ and $u_i$ are point values of functions $f(u(x))$ and $u(x)$ at uniform grid points $x_i$ ($i = 1, \cdots, N$) respectively. We have a family of sixth-order compact schemes with forward Euler time discretization:

$$
\bar{u}_i^{n+1} = \bar{u}_i^n - \frac{\Delta t}{\Delta x} \tilde{W}_1^{-1} \tilde{D}_x f.
$$  \hfill (6.34)

Define $\tilde{u} = \tilde{W}_1 u$ and $\lambda = \frac{\Delta t}{\Delta x}$, then scheme (6.34) can be written as

$$
\tilde{u}_i^{n+1} = \tilde{u}_i^n - \frac{\lambda}{4(1 + 2\alpha_1 + 2\beta_1)} (b_1 f_i^{n+2} + 2a_1 f_i^{n+1} - 2a_1 f_i^n - b_1 f_i^{n-2}).
$$

Following the lines in Section 6.2.1, we can easily conclude that the scheme (6.34) satisfies $\tilde{u}_i^{n+1} \in [m, M]$ if $u_i^n \in [m, M]$, under the CFL constraint

$$
\frac{\Delta t}{\Delta x} |f(u)| \leq \min \left\{ \frac{9}{8 - 3\alpha_1}, \frac{6(3\alpha_1 - 1)}{57\alpha_1 - 17} \right\}.
$$

Given $\bar{u}_i \in [m, M]$, we also need a limiter to enforce $u_i \in [m, M]$. Notice that $\bar{u}_i$ has a five-point stencil instead of a three-point stencil in Section 6.2.2. Thus in general the
extensions of Section 6.2.2 for sixth order schemes are more complicated. However, we can still use the same limiter as in Section 6.2.2 because the five-diagonal matrix $\widetilde{W}$ can be represented as a product of two tridiagonal matrices.

Plugging in $\beta_1 = \frac{1}{12}(-1 + 3\alpha_1)$, we have $\widetilde{W} = \widetilde{W}_1^{(1)}\widetilde{W}_1^{(2)}$, where

$$\widetilde{W}_1^{(1)} = \frac{1}{c_1^{(1)} + 2} \begin{pmatrix} c_1^{(1)} & 1 & 1 \\ 1 & c_1^{(1)} & 1 \\ & \ddots & \ddots \\ 1 & 1 & c_1^{(1)} \end{pmatrix}, c_1^{(1)} = \frac{6\alpha_1}{3\alpha_1 - 1} - \frac{\sqrt{2} \sqrt{7 - 24\alpha_1 + 27\alpha_1^2}}{\sqrt{1 - 6\alpha_1 + 9\alpha_1^2}},$$

$$\widetilde{W}_1^{(2)} = \frac{1}{c_1^{(2)} + 2} \begin{pmatrix} c_1^{(2)} & 1 & 1 \\ 1 & c_1^{(2)} & 1 \\ & \ddots & \ddots \\ 1 & 1 & c_1^{(2)} \end{pmatrix}, c_1^{(2)} = \frac{6\alpha_1}{3\alpha_1 - 1} + \frac{\sqrt{2} \sqrt{7 - 24\alpha_1 + 27\alpha_1^2}}{\sqrt{1 - 6\alpha_1 + 9\alpha_1^2}}.$$

In other words, $\bar{u} = \widetilde{W}_1 u = \widetilde{W}_1^{(1)}\widetilde{W}_1^{(2)}u$. Thus following the limiting procedure in Section 6.2.4, we can still use the same limiter in Section 6.2.2 twice to enforce the bounds of point values if $c_1^{(1)}, c_1^{(2)} \geq 2$, which implies $\frac{1}{3} < \alpha_1 \leq \frac{5}{9}$. In this case we have $\min\{\frac{9}{8 - 3\alpha_1}, \frac{6(3\alpha_1 - 1)}{57\alpha_1 - 17}\} = \frac{6(3\alpha_1 - 1)}{57\alpha_1 - 17}$, thus the CFL for the weak monotonicity becomes $\lambda |f(u)| \leq \frac{6(3\alpha_1 - 1)}{57\alpha_1 - 17}$. We summarize the results in the following theorem.

**Theorem 6.5.1.** Consider a family of sixth order accurate schemes (6.34) with

$$\beta_1 = \frac{1}{12}(-1 + 3\alpha_1), \quad a_1 = \frac{2}{9}(8 - 3\alpha_1), \quad b_1 = \frac{1}{18}(-17 + 57\alpha_1), \quad \frac{1}{3} < \alpha_1 \leq \frac{5}{9},$$

which includes the eighth order scheme (6.31) as a special case. If $u_i^n \in [m, M]$ for all $i$, under the CFL constraint $\frac{\Delta t}{\Delta x} \max_u |f(u)| \leq \frac{6(3\alpha_1 - 1)}{57\alpha_1 - 17}$, we have $\bar{u}_i^{n+1} \in [m, M]$. 228
Given point values \( u_i \) satisfying \( \tilde{W}_1^{(1)}\tilde{W}_1^{(2)}u_i = \tilde{W}_1u_i = \bar{u}_i \in [m,M] \) for any \( i \), we can apply the limiter in Algorithm 2 twice to enforce \( u_i \in [m,M] \):

1. Given \( \bar{u}_i \in [m,M] \), compute \( v_i = [\tilde{W}_1^{(1)}]^{-1}\bar{u}_i \) which are not necessarily in the range \([m,M]\). Then apply the limiter in Algorithm 2 to \( v_i, i = 1, \cdots, N \). Let \( \tilde{v}_i \) denote the output of the limiter. Since we have \( \bar{u}_i = \frac{1}{c_1^{(1)}}(v_{i-1} + c_1^{(1)}v_i + v_{i+1}), c_1^{(1)} > 2 \), all discussions in Section 6.2.2 are still valid, thus we have \( \tilde{v}_i \in [m,M] \).

2. Compute \( u_i = [\tilde{W}_1^{(2)}]^{-1}\tilde{v}_i \). Apply the limiter in Algorithm 2 to \( u_i, i = 1, \cdots, N \). Since we have \( \tilde{v}_i = \frac{1}{c_2^{(2)}}(u_{i-1} + c_2^{(2)}u_i + u_{i+1}), c_2^{(2)} > 2 \), all discussions in Section 6.2.2 are still valid, thus the output are in \([m,M]\).

### 6.5.3 Diffusion problems

For simplicity we only consider the diffusion problems and the extension to convection diffusion problems can be easily discussed following Section 6.2.4. For the one-dimensional scalar diffusion equation \( u_t = g(u)_{xx} \) with \( g(u) \geq 0 \) and periodic boundary conditions on an interval \([0,1]\), we get the sixth order semi-discrete scheme: 

\[
\frac{d}{dt} u = \frac{1}{\Delta x^2} \tilde{W}_2^{-1} \tilde{D}_{xx} g,
\]

where

\[
\tilde{W}_2 u = \frac{\beta_2}{1 + 2\alpha_2 + 2\beta_2}
\begin{pmatrix}
\frac{1}{\beta_2} & \frac{\alpha_2}{\beta_2} & 1 & 1 & \frac{\alpha_2}{\beta_2} \\
\frac{\alpha_2}{\beta_2} & \frac{1}{\beta_2} & \frac{\alpha_2}{\beta_2} & 1 & 1 \\
1 & \frac{\alpha_2}{\beta_2} & \frac{1}{\beta_2} & \frac{\alpha_2}{\beta_2} & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & \frac{\alpha_2}{\beta_2} & \frac{1}{\beta_2} & \frac{\alpha_2}{\beta_2} & 1 \\
\frac{\alpha_2}{\beta_2} & 1 & \frac{\alpha_2}{\beta_2} & \frac{1}{\beta_2} & \frac{\alpha_2}{\beta_2} \\
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
\vdots \\
u_{N-1} \\
u_N \\
\end{pmatrix},
\]
\[ \bar{D}_{xx} g = \frac{1}{4(1 + 2\alpha_2 + 2\beta_2)} \begin{pmatrix} -8a_2 - 2b_2 & 4a_2 & 2b_2 & 2b_2 & 4a_2 \\ 4a_2 & -8a_2 - 2b_2 & 4a_2 & 2b_2 & 2b_2 \\ 2b_2 & 4a_2 & -8a_2 - 2b_2 & 4a_2 & 2b_2 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 2b_2 & 4a_2 & -8a_2 - 2b_2 & 4a_2 & 2b_2 \end{pmatrix} \begin{pmatrix} g_1 \\ g_2 \\ g_3 \\ \vdots \\ g_{N-2} \\ g_{N-1} \\ g_N \end{pmatrix}, \]

where \( g_i \) and \( u_i \) are values of functions \( g(u(x)) \) and \( u(x) \) at \( x_i \) respectively.

As in the previous subsection, we prefer to factor \( \bar{W}_2 \) as a product of two tridiagonal matrices. Plugging in \( \beta_2 = \frac{11\alpha_2^2 - 2}{124} \), we have:

\[ \bar{W}_2 = \bar{W}_2^{(1)} \bar{W}_2^{(2)}, \]

where

\[ \bar{W}_2^{(1)} = \frac{1}{c_2^{(1)} + 2} \begin{pmatrix} c_2^{(1)} & 1 & & & \\ 1 & c_2^{(1)} & 1 & & \\ & \ddots & \ddots & \ddots & \\ & & 1 & c_2^{(1)} & 1 \\ & & & 1 & c_2^{(1)} \end{pmatrix}, \quad c_2^{(1)} = \frac{62\alpha_2}{11\alpha_2 - 2} - \frac{\sqrt{2} \sqrt{128 - 726\alpha_2 + 2043\alpha_2^2}}{\sqrt{4 - 44\alpha_2 + 121\alpha_2^2}}, \]

\[ \bar{W}_2^{(2)} = \frac{1}{c_2^{(2)} + 2} \begin{pmatrix} c_2^{(2)} & 1 & & & \\ 1 & c_2^{(2)} & 1 & & \\ & \ddots & \ddots & \ddots & \\ & & 1 & c_2^{(2)} & 1 \\ & & & 1 & c_2^{(2)} \end{pmatrix}, \quad c_2^{(2)} = \frac{62\alpha_2}{11\alpha_2 - 2} + \frac{\sqrt{2} \sqrt{128 - 726\alpha_2 + 2043\alpha_2^2}}{\sqrt{4 - 44\alpha_2 + 121\alpha_2^2}}. \]

To have \( c_2^{(1)}, c_2^{(2)} \geq 2 \), we need \( \frac{2}{\Pi} < \alpha_2 \leq \frac{60}{113} \). The forward Euler gives

\[ u^{n+1} = u^n + \frac{\Delta t}{\Delta x^2} \bar{W}_2^{-1} \bar{D}_{xx} g. \tag{6.35} \]

Define \( \tilde{u}_i = \bar{W}_2 u_i \) and \( \mu = \frac{\Delta t}{\Delta x^2} \), then the scheme (6.35) can be written as

\[ \tilde{u}_i^{n+1} = \tilde{u}_i^n + \frac{\mu}{4(1 + 2\alpha_2 + 2\beta_2)} \left[ 2b_2 g_{i-2}^n + 4a_2 g_{i-1}^n + (-8a_2 - 2b_2) g_i^n + 4a_2 g_{i+1}^n + 2b_2 g_{i+2}^n \right]. \]
Theorem 6.5.2. Consider a family of sixth order accurate schemes (6.35) with

\[ \beta_2 = \frac{11\alpha_2 - 2}{124}, \quad a_2 = \frac{-78\alpha_2 + 48}{31}, \quad b_2 = \frac{291\alpha_2 - 36}{62}, \quad \frac{2}{11} < \alpha_2 \leq \frac{60}{113}, \]

which includes the eighth order scheme (6.33) as a special case. If \( u^n_i \in [m, M] \) for all \( i \), under the CFL \( \frac{\Delta t}{\Delta x^2} g(u) < \frac{124}{3(116 - 111\alpha_2)} \), the scheme satisfies \( \tilde{u}^{n+1} \in [m, M] \).

As in the previous subsection, given point values \( u_i \) satisfying \( \tilde{W}_2^{(1)} \tilde{W}_2^{(2)} u_i = \tilde{W}_2 u_i = \tilde{u}_i \in [m, M] \) for any \( i \), we can apply the limiter in Algorithm 2 twice to enforce \( u_i \in [m, M] \). The matrices \( \tilde{W}_1 \) and \( \tilde{W}_2 \) commute because they are both circulant matrices thus diagonalizable by the discrete Fourier matrix. The discussion for the sixth order scheme solving convection diffusion problems is also straightforward.

6.6 Extensions To General Boundary Conditions

Since the compact finite difference operator is implicitly defined thus any extension to other type boundary conditions is not straightforward. In order to maintain the weak monotonicity, the boundary conditions must be properly treated. In this section we demonstrate a high order accurate boundary treatment preserving the weak monotonicity for inflow and outflow boundary conditions. For convection problems, we can easily construct a fourth order accurate boundary scheme. For convection diffusion problems, it is much more complicated to achieve weak monotonicity near the boundary thus a straightforward discussion gives us a third order accurate boundary scheme.

6.6.1 Inflow-outflow boundary conditions for convection problems

For simplicity, we consider the following initial boundary value problem on the interval \([0, 1]\) as an example: \( u_t + f(u)_x = 0, \quad u(x, 0) = u_0(x), \quad u(0, t) = L(t) \), where we assume \( f(u) > 0 \) so that the inflow boundary condition at the left cell end is a well-posed boundary condition. The boundary condition at \( x = 1 \) is not specified thus understood as an outflow boundary condition. We further assume \( u_0(x) \in [m, M] \) and \( L(t) \in [m, M] \) so that the exact solution is in \([m, M]\).
Consider a uniform grid with \( x_i = i\Delta x \) for \( i = 0, 1, \cdots, N, N+1 \) and \( \Delta x = \frac{1}{N+1} \). Then a fourth order semi-discrete compact finite difference scheme is given by

\[
\frac{d}{dt} \begin{pmatrix}
1 & 4 & 1 & \\
\vdots & \ddots & \ddots & \\
1 & 4 & 1
\end{pmatrix}
\begin{pmatrix}
u_0 \\
\vdots \\
u_{N+1}
\end{pmatrix} = \frac{1}{2\Delta x} \begin{pmatrix}
-1 & 0 & 1 & \\
\vdots & \ddots & \ddots & \\
-1 & 0 & 1
\end{pmatrix}
\begin{pmatrix}f_0 \\
\vdots \\
f_{N+1}
\end{pmatrix}.
\]

With forward Euler time discretization, the scheme is equivalent to

\[
\bar{u}_{i}^{n+1} = \bar{u}_{i}^{n} - \frac{1}{2} \lambda (f_{i+1}^{n} - f_{i-1}^{n}), \quad i = 1, \cdots, N. \tag{6.36}
\]

Here \( u_{0}^{n} = L(t^n) \) is given as boundary condition for any \( n \). Given \( u_{i}^{n} \) for \( i = 0, 1, \cdots, N+1 \), the scheme (6.36) gives \( \bar{u}_{i}^{n+1} \) for \( i = 1, \cdots, N \), from which we still need \( u_{N+1}^{n+1} \) to recover interior point values \( u_{i}^{n+1} \) for \( i = 1, \cdots, N \).

Since the boundary condition at \( x_{N+1} = 1 \) can be implemented as outflow, we can use \( \bar{u}_{i}^{n+1} \) for \( i = 1, \cdots, N \) to obtain a reconstructed \( u_{N+1}^{n+1} \). If there is a cubic polynomial \( p_i(x) \) so that \( u_{i-1}, u_{i}, u_{i+1} \) are its point values at \( x_{i-1}, x_{i}, x_{i+1} \), then \( \frac{1}{2\Delta x} \int_{x_{i-1}}^{x_{i+1}} p_i(x) \, dx = \frac{1}{6} u_{i-1} + \frac{4}{6} u_{i} + \frac{1}{6} u_{i+1} = \bar{u}_{i} \), due to the exactness of the Simpson’s quadrature rule for cubic polynomials. To this end, we can consider a unique cubic polynomial \( p(x) \) satisfying four equations:

\[
\frac{1}{2\Delta x} \int_{x_{j+1}}^{x_{j-1}} p(x) \, dx = \bar{u}_{j}^{n+1}, \quad j = N-3, N-2, N-1, N. \]

If \( \bar{u}_{j}^{n+1} \) are fourth order accurate approximations to \( \frac{1}{6} u(x_{j-1}, t^{n+1}) + \frac{4}{6} u(x_{j}, t^{n+1}) + \frac{1}{6} u(x_{j+1}, t^{n+1}) \), then \( p(x) \) is a fourth order accurate approximation to \( u(x, t^{n+1}) \) on the interval \([x_{N-4}, x_{N+1}]\). So we get a fourth order accurate \( u_{N+1}^{n+1} \) by

\[
p(x_{N+1}) = -\frac{2}{3} \bar{u}_{N-3} + \frac{17}{6} \bar{u}_{N-2} - \frac{14}{3} \bar{u}_{N-1} + \frac{7}{2} \bar{u}_{N}. \tag{6.37}
\]

Since (6.37) is not a convex linear combination, \( p(x_{N+1}) \) may not lie in the bound \([m, M]\). Thus to ensure \( u_{N+1}^{n+1} \in [m, M] \) we can define

\[
u_{N+1}^{n+1} := \max\{\min\{p(x_{N+1}), M\}, m\}. \tag{6.38}
\]
Obviously Theorem 6.2.1 still holds for the scheme (6.36). For the forward Euler time discretization, we can implement the bound-preserving scheme as follows:

1. Given \( u^n_i \) for all \( i \), compute \( \bar{u}^{n+1}_i \) for \( i = 1, \cdots, N \) by (6.36).

2. Obtain boundary values \( u^{n+1}_0 = L(t^{n+1}) \) and \( u^{n+1}_{N+1} \) by (6.37) and (6.38).

3. Given \( \bar{u}^{n+1}_i \) for \( i = 1, \cdots, N \) and two boundary values \( u^{n+1}_0 \) and \( u^{n+1}_{N+1} \), recover point values \( u^{n+1}_i \) for \( i = 1, \cdots, N \) by solving the tridiagonal linear system (the superscript \( n+1 \) is omitted):

\[
\begin{pmatrix}
4 & 1 &  &  &  \\
1 & 4 & 1 &  & \\
& \ddots & \ddots & \ddots & \\
1 & 4 & 1 & & \\
1 & 4 &  & & \\
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_{N-1} \\
u_N \\
\end{pmatrix}
=
\begin{pmatrix}
\bar{u}_1 - \frac{1}{6}u_0 \\
\bar{u}_2 \\
\vdots \\
\bar{u}_{N-1} \\
\bar{u}_N - \frac{1}{6}u_{N+1} \\
\end{pmatrix}.
\]

4. Apply the limiter in Algorithm 2 to the point values \( u^{n+1}_i \) for \( i = 1, \cdots, N \).

### 6.6.2 Dirichlet boundary conditions for one-dimensional convection diffusion equations

Consider the initial boundary value problem for a one-dimensional scalar convection diffusion equation on the interval \([0,1]\):

\[
\begin{align*}
  u_t + f(u)_x &= g(u)_{xx}, & u(x,t) &= u_0(x), & u(0,t) &= L(t), & u(1,t) &= R(t),
\end{align*}
\]  

(6.39)

where \( g(u) \geq 0 \). We further assume \( u_0(x) \in [m,M] \) and \( L(t), R(t) \in [m,M] \) so that the exact solution is in \([m,M]\).

We demonstrate how to treat the boundary approximations so that the scheme still satisfies some weak monotonicity such that a certain convex combination of point values is in the range \([m,M]\) at the next time step. Consider a uniform grid with \( x_i = i\Delta x \).
for \( i = 0, 1, \cdots, N, N + 1 \) where \( \Delta x = \frac{1}{N+1} \). The fourth order compact finite difference approximations at the interior points can be written as:

\[
W_1 \left( \begin{array}{c} f_{x,1} \\ f_{x,2} \\ \vdots \\ f_{x,N-1} \\ f_{x,N} \end{array} \right) = \frac{1}{\Delta x} D_x \left( \begin{array}{c} f_1 \\ f_2 \\ \vdots \\ f_{N-1} \\ f_N \end{array} \right) + \left( \begin{array}{c} \frac{f_{x,0}}{6} - \frac{f_0}{2\Delta x} \\ 0 \\ \vdots \\ 0 \\ -\frac{f_{x,N+1}}{6} + \frac{f_{N+1}}{2\Delta x} \end{array} \right),
\]

\[
W_1 = \frac{1}{6} \begin{pmatrix} 4 & 1 & & & \\ 1 & 4 & 1 & & \\ & \ddots & \ddots & \ddots & \\ 1 & 4 & 1 & & \\ & & 1 & 4 & \end{pmatrix}, \quad D_x = \frac{1}{2} \begin{pmatrix} 0 & 1 & & & \\ -1 & 0 & 1 & & \\ & \ddots & \ddots & \ddots & \\ & -1 & 0 & 1 & \\ & & -1 & 0 \end{pmatrix},
\]

\[
W_2 \left( \begin{array}{c} g_{xx,1} \\ g_{xx,2} \\ \vdots \\ g_{xx,N-1} \\ g_{xx,N} \end{array} \right) = \frac{1}{\Delta x^2} D_{xx} \left( \begin{array}{c} g_1 \\ g_2 \\ \vdots \\ g_{N-1} \\ g_N \end{array} \right) + \left( \begin{array}{c} -\frac{g_{xx,0}}{12} + \frac{g_0}{\Delta x^2} \\ 0 \\ \vdots \\ 0 \\ -\frac{g_{xx,N+1}}{12} + \frac{g_{N+1}}{\Delta x^2} \end{array} \right),
\]

\[
W_2 = \frac{1}{12} \begin{pmatrix} 10 & 1 & & & \\ 1 & 10 & 1 & & \\ & \ddots & \ddots & \ddots & \\ 1 & 10 & 1 & & \\ & & 1 & 10 \end{pmatrix}, \quad D_{xx} = \begin{pmatrix} -2 & 1 & & & \\ 1 & -2 & 1 & & \\ & \ddots & \ddots & \ddots & \\ & 1 & -2 & 1 & \\ & & 1 & -2 \end{pmatrix},
\]
where \( f_{x,i} \) and \( g_{xx,i} \) denotes the values of \( f(u)_x \) and \( g(u)_{xx} \) at \( x_i \) respectively. Let

\[
F = \begin{bmatrix}
-\frac{f_{x,0}}{6} - \frac{f_0}{2\Delta x} & 0 & \cdots & 0 \\
0 & -\frac{f_{x,1}}{6} - \frac{f_0}{2\Delta x} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -\frac{f_{x,N+1}}{6} - \frac{f_{N+1}}{2\Delta x}
\end{bmatrix}, \quad G = \begin{bmatrix}
-\frac{g_{xx,0}}{12} + \frac{g_0}{\Delta x^2} & 0 & \cdots & 0 \\
0 & -\frac{g_{xx,1}}{12} + \frac{g_1}{\Delta x^2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -\frac{g_{xx,N+1}}{12} + \frac{g_{N+1}}{\Delta x^2}
\end{bmatrix}.
\]

Define \( W := W_1W_2 = W_2W_1 \). Here \( W_2 \) and \( W_1 \) commute because they have the same eigenvectors, which is due to the fact that \( 2W_2 - W_1 \) is the identity matrix. Let \( u = (u_1 \ u_2 \ \cdots \ u_N)^T \), \( f = (f(u_1) \ f(u_2) \ \cdots \ f(u_N))^T \) and \( g = (g(u_1) \ g(u_2) \ \cdots \ g(u_N))^T \). Then a fourth order compact finite difference approximation to (6.39) at the interior grid points is

\[
\frac{d}{dt} \left( W_2^{-1} W_1 \right) u + W_1^{-1} \left( \frac{1}{\Delta x} D_x f + F \right) = W_2^{-1} \left( \frac{1}{\Delta x^2} D_{xx} g + G \right)
\]

which is equivalent to

\[
\frac{d}{dt} (W_1 u) + \frac{1}{\Delta x} W_2 D_x f - \frac{1}{\Delta x^2} W_1 D_{xx} g = -W_2 F + W_1 G.
\]

If \( u_i(t) = u(x_i, t) \) where \( u(x, t) \) is the exact solution to the problem, then it satisfies

\[
u_{t,i} + f_{x,i} = g_{xx,i}, \tag{6.40}
\]

where \( u_{t,i} = \frac{d}{dt} u_i(t), f_{x,i} = f(u_i)_x \) and \( g_{xx,i} = g(u_i)_{xx} \). If we use (6.40) to simplify \(-W_2 F + W_1 G\), then the scheme is still fourth order accurate. In other words, setting \(-f_{x,i} + g_{xx,i} = u_{t,i}\)
does not affect the accuracy. Plugging (6.40) in the original $-W_2 F + W_1 G$, we can redefine $-W_2 F + W_1 G$ as

$$-W_2 F + W_1 G := \begin{pmatrix} -\frac{1}{18} u_{t,0} + \frac{1}{12} f_{x,0} + \frac{5}{12\Delta x} f_0 + \frac{2}{3\Delta \sigma^2} g_0 \\ -\frac{1}{72} u_{t,0} + \frac{1}{24} f_0 + \frac{1}{6\Delta x^2} g_0 \\ 0 \\ \vdots \\ 0 \\ -\frac{1}{72} u_{t,N+1} - \frac{1}{24} f_{N+1} + \frac{1}{6\Delta x^2} g_{N+1} \\ -\frac{1}{18} u_{t,N+1} + \frac{1}{12} f_{x,N+1} - \frac{5}{12\Delta x} f_{N+1} + \frac{2}{3\Delta \sigma^2} g_{N+1} \end{pmatrix}.$$ 

So we now consider the following fourth order accurate scheme:

$$
\frac{d}{dt} (W u) + \frac{1}{\Delta x} W_2 D_x f - \frac{1}{\Delta x^2} W_1 D_{xx} g = \begin{pmatrix} -\frac{1}{18} u_{t,0} + \frac{1}{12} f_{x,0} + \frac{5}{12\Delta x} f_0 + \frac{2}{3\Delta \sigma^2} g_0 \\ -\frac{1}{72} u_{t,0} + \frac{1}{24} f_0 + \frac{1}{6\Delta x^2} g_0 \\ 0 \\ \vdots \\ 0 \\ -\frac{1}{72} u_{t,N+1} - \frac{1}{24} f_{N+1} + \frac{1}{6\Delta x^2} g_{N+1} \\ -\frac{1}{18} u_{t,N+1} + \frac{1}{12} f_{x,N+1} - \frac{5}{12\Delta x} f_{N+1} + \frac{2}{3\Delta \sigma^2} g_{N+1} \end{pmatrix}.
$$

The first equation in (6.41) is

$$
\frac{d}{dt} \left( \frac{4u_0 + 41u_1 + 14u_2 + u_3}{72} \right) = \frac{1}{24\Delta x} (10f_0 + f_1 - 10f_2 - f_3) + \frac{1}{6\Delta x^2} (4g_0 - 7g_1 + 2g_2 + g_3) + \frac{1}{12} f_{x,0}.
$$

After multiplying $\frac{72}{60} = \frac{6}{5}$ to both sides, it becomes

$$
\frac{d}{dt} \left( \frac{4u_0 + 41u_1 + 14u_2 + u_3}{60} \right) = \frac{1}{20\Delta x} (10f_0 + f_1 - 10f_2 - f_3) + \frac{1}{5\Delta x^2} (4g_0 - 7g_1 + 2g_2 + g_3) + \frac{1}{10} f_{x,0}.
$$

(6.42)
In order for the scheme (6.42) to satisfy a weak monotonicity in the sense that
\[
\frac{4u_{n+1} + 41u_n + 14u_{n+1} + u_{n+1}}{60}
\]
in (6.42) with forward Euler can be written as a monotonically increasing function of \( u_i^n \) under some CFL constraint, we still need to find an approximation to \( f(u) x,0 \) using only \( u_0, u_1, u_2, u_3 \), with which we have a straightforward third order approximation to \( f(u) x,0 \):
\[
f_{x,0} = \frac{1}{\Delta x} \left( -\frac{11}{6} f_0 + 3 f_1 - \frac{3}{2} f_2 + \frac{1}{3} f_3 \right) + O(\Delta x^3). \tag{6.43}
\]

Then (6.42) becomes
\[
\frac{d}{dt} \left( \frac{4u_0 + 41u_1 + 14u_2 + u_3}{60} \right) = \frac{1}{60\Delta x} \left( 19f_0 + 21f_1 - 39f_2 - f_3 \right) + \frac{1}{5\Delta x^2} (4g_0 - 7g_1 + 2g_2 + g_3). \tag{6.44}
\]

The second to second last equations of (6.41) can be written as
\[
\frac{d}{dt} \left( \frac{u_{i-2} + 14u_{i-1} + 42u_i + 14u_{i+1} + u_{i+2}}{72} \right) = \frac{1}{24\Delta x} (f_{i-2} + 10f_{i-1}) - 10f_{i+1} - f_{i+2}) + \frac{1}{6\Delta x^2} (g_{i-2} + 2g_{i-1} - 6g_i + 2g_{i+1} + g_{i+2}), \quad 2 \leq i \leq N - 1,
\]
which satisfies a straightforward weak monotonicity under some CFL constraint.

The last equation in (6.41) is
\[
\frac{d}{dt} \left( \frac{4u_{N+1} + 41u_N + 14u_{N-1} + u_{N-2}}{72} \right) = \frac{1}{24\Delta x} (f_{N-2} + 10f_{N-1} - f_N) - 10f_{N+1}) + \frac{1}{6\Delta x^2} (g_{N-2} + 2g_{N-1} - 7g_N + 4g_{N+1}) + \frac{1}{12} f_{x,N+1}.
\]

After multiplying \( \frac{72}{60} = \frac{6}{5} \) to both sides, it becomes
\[
\frac{d}{dt} \left( \frac{u_{N-2} + 14u_{N-1} + 41u_N + 4u_{N+1}}{60} \right) = \frac{1}{20\Delta x} (f_{N-2} + 10f_{N-1} - f_N) - 10f_{N+1}) + \frac{1}{5\Delta x^2} (g_{N-2} + 2g_{N-1} - 7g_N + 4g_{N+1}) + \frac{1}{10} f_{x,N+1}.
\]
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Similar to the boundary scheme at \( x_0 \), we should use a third-order approximation:

\[
f_{x,N+1} = \frac{1}{\Delta x} (-\frac{1}{3} f_{N-2} + \frac{3}{2} f_{N-1} - 3f_N + \frac{11}{6} f_{N+1}) + \mathcal{O}(\Delta x^3).
\] (6.46)

Then the boundary scheme at \( x_{N+1} \) becomes

\[
dt \left( \frac{u_{N-2} + 14u_{N-1} + 41u_N + 4u_{N+1}}{60} \right) = \frac{1}{60\Delta x} (f_{N-2} + 39f_{N-1} - 21f_N - 19f_{N+1}) + \frac{1}{5\Delta x^2} (g_{N-2} + 2g_{N-1} - 7g_N + 4g_{N+1}).
\] (6.47)

To summarize the full semi-discrete scheme, we can represent the third order scheme (6.44), (6.45) and (6.47), for the Dirichlet boundary conditions as:

\[
dt \tilde{W} \tilde{u} = -\frac{1}{\Delta x} \tilde{D}_x f(\tilde{u}) + \frac{1}{\Delta x^2} \tilde{D}_{xx} g(\tilde{u}),
\]

where

\[
\tilde{W} = \frac{1}{72} \begin{pmatrix}
\frac{24}{5} & \frac{246}{5} & \frac{84}{5} & \frac{6}{5} \\
1 & 14 & 42 & 14 & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & 14 & 42 & 14 & 1 \\
\frac{6}{5} & \frac{84}{5} & \frac{246}{5} & \frac{24}{5}
\end{pmatrix}_{N \times (N+2)},
\tilde{u} = \begin{pmatrix}
u_0 \\
u_1 \\
\vdots \\
u_N \\
u_{N+1}
\end{pmatrix}_{(N+2) \times 1},
\]

\[
\tilde{D}_x = \frac{1}{24} \begin{pmatrix}
-\frac{38}{5} & -\frac{42}{5} & \frac{78}{5} & \frac{2}{5} \\
-1 & -10 & 0 & 10 & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
-1 & -10 & 0 & 10 & 1 \\
-\frac{2}{5} & -\frac{78}{5} & \frac{42}{5} & \frac{38}{5}
\end{pmatrix}_{N \times (N+2)},
\tilde{D}_{xx} = \frac{1}{6} \begin{pmatrix}
\frac{24}{5} & -\frac{42}{5} & \frac{12}{5} & \frac{6}{5} \\
1 & 2 & -6 & 2 & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & 2 & -6 & 2 & 1 \\
\frac{6}{5} & \frac{12}{5} & -\frac{42}{5} & \frac{24}{5}
\end{pmatrix}_{N \times (N+2)}.
\]
Let $\tilde{u} = \tilde{W} u$, $\lambda = \frac{\Delta t}{\Delta x}$ and $\mu = \frac{\Delta t}{\Delta x^2}$. With forward Euler, it becomes

$$\tilde{u}_{i}^{n+1} = \tilde{u}_{i}^{n} - \frac{1}{2} \lambda \tilde{D}_x \tilde{f}_i + \mu \tilde{D}_{xx} \tilde{g}_i, \quad i = 1, \ldots, N. \quad (6.48)$$

We state the weak monotonicity without proof.

**Theorem 6.6.1.** Under the CFL constraint $\frac{\Delta t}{\Delta x} \max_u |f(u)| \leq \frac{4}{19}$, $\frac{\Delta t}{\Delta x^2} \max_u g(u) \leq \frac{695}{1596}$, if $u_i^n \in [m, M]$, then the scheme (6.48) satisfies $\tilde{u}_{i}^{n+1} \in [m, M]$.

We notice that

$$\tilde{u}_{1}^{n+1} = \frac{1}{60}(4u_0^{n+1} + 41u_1^{n+1} + 14u_2^{n+1} + u_3^{n+1}) = \frac{1}{10}u_{n+1}^{n+1} + 4u_0^{n+1} + u_1^{n+1} + u_2^{n+1} - \frac{1}{10}u_0^{n+1},$$

$$\tilde{u}_{N}^{n+1} = \frac{1}{60}(u_{N-2}^{n+1} + 14u_{N-1}^{n+1} + 41u_{N}^{n+1} + 4u_{N+1}^{n+1}) = \frac{1}{10}u_{N-2}^{n+1} + 4u_{N-1}^{n+1} + u_{N}^{n+1} + u_{N+1}^{n+1} - \frac{1}{10}u_{N+1}^{n+1}.$$  

Recall that the boundary values are given: $u_0^{n+1} = L(t^{n+1}) \in [m, M]$ and $u_{N+1}^{n+1} = R(t^{n+1}) \in [m, M]$, so we have

$$\begin{align*}
\frac{10}{11}u_0^{n+1} + \frac{4}{11}u_1^{n+1} + \frac{1}{11}u_2^{n+1} + \frac{1}{11}u_3^{n+1} & \leq \frac{10}{11}M + \frac{1}{11}M = M, \\
\frac{10}{11}u_0^{n+1} + \frac{4}{11}u_1^{n+1} + \frac{1}{11}u_2^{n+1} + \frac{1}{11}u_3^{n+1} & \geq \frac{10}{11}m + \frac{1}{11}m = m, \\
\frac{1}{11}u_{N-2}^{n+1} + \frac{4}{11}u_{N-1}^{n+1} + \frac{1}{11}u_{N}^{n+1} + \frac{10}{11}u_{N+1}^{n+1} & \leq \frac{10}{11}M + \frac{1}{11}M = M, \\
\frac{1}{11}u_{N-2}^{n+1} + \frac{4}{11}u_{N-1}^{n+1} + \frac{1}{11}u_{N}^{n+1} + \frac{10}{11}u_{N+1}^{n+1} & \geq \frac{10}{11}m + \frac{1}{11}m = m.
\end{align*}$$

Thus define $w^{n+1} = (w_1^{n+1}, w_2^{n+1}, w_3^{n+1}, \ldots, w_{N-1}^{n+1}, w_{N}^{n+1})^T$ as follows and we have:

$$\begin{align*}
m \leq w_i^{n+1} :& = \tilde{u}_i^{n+1} \leq M, \quad i = 2, \ldots, N - 1, \\
m \leq w_1^{n+1} :& = \frac{10}{11}u_0^{n+1} + \frac{4}{11}u_1^{n+1} + \frac{1}{11}u_2^{n+1} + \frac{1}{11}u_3^{n+1} \leq M, \\
m \leq w_{N}^{n+1} :& = \frac{1}{11}u_{N-3}^{n+1} + \frac{4}{11}u_{N-2}^{n+1} + \frac{10}{11}u_{N-1}^{n+1} + \frac{1}{11}u_{N}^{n+1} \leq M.
\end{align*}$$
By the notations above, we get

\[ w^{n+1} = K \bar{u}^{n+1} + u_{bc}^{n+1} = \tilde{W} \bar{u}, \]

(6.49)

\[
K = \begin{pmatrix}
\frac{10}{11} & & & \\
& 1 & & \\
& & \ddots & \\
& & & 1
\end{pmatrix}_{N \times N}, \quad u_{bc} = \frac{1}{11} \begin{pmatrix}
u_0 \\
0 \\
\vdots \\
0
\end{pmatrix}_{N \times 1}, \quad \tilde{W} = \frac{1}{72} \begin{pmatrix}
120 & 492 & 168 & 12 & 1 \\
14 & 42 & 14 & 1 & \\
1 & \ddots & \ddots & \ddots & \ddots \\
14 & 42 & 14 & 1 & \\
12 & 168 & 492 & 120 & 11
\end{pmatrix}_{N \times (N+2)}
\]

We notice that \( \tilde{W} \) can be factored as a product of two tridiagonal matrices:

\[
\frac{1}{72} \begin{pmatrix}
120 & 492 & 168 & 12 & 1 \\
14 & 42 & 14 & 1 & \\
1 & \ddots & \ddots & \ddots & \ddots \\
14 & 42 & 14 & 1 & \\
12 & 168 & 492 & 120 & 11
\end{pmatrix}_{N \times N} = \frac{1}{12} \begin{pmatrix}
120 & 12 & 1 \\
1 & 10 & 1 \\
1 & \vdots & \vdots & \vdots \\
1 & 10 & 1 \\
12 & 120 & 11 & 11
\end{pmatrix}_{N \times N} \frac{1}{6} \begin{pmatrix}
14 & 1 \\
1 & 4 & 1 \\
1 & \vdots & \vdots & \vdots \\
1 & 4 & 1 \\
1 & 14 & 42 & 14 & 1
\end{pmatrix}_{N \times (N+2)}
\]

which can be denoted as \( \tilde{W} = \tilde{W}_2 \tilde{W}_1 \). Fortunately, all the diagonal entries of \( \tilde{W}_1 \) and \( \tilde{W}_2 \) are in the form of \( \frac{c}{c+2}, c > 2 \). So given \( \bar{u}_i = \tilde{W} u_i \in [m, M] \), we construct \( w_i^{n+1} \in [m, M] \). We can apply the limiter in Algorithm 2 twice to enforce \( u_i \in [m, M] \):

1. Given \( u^n_i \) for all \( i \), use the scheme (6.48) to obtain \( \bar{u}_i^{n+1} \in [m, M] \) for \( i = 1, \cdots, N \). Then construct \( w_i^{n+1} \in [m, M] \) for \( i = 1, \cdots, N \) by (6.49).
2. Notice that \( \tilde{W}_2 \) is a matrix of size \( N \times N \). Compute \( v = \tilde{W}_2^{-1} w^{n+1} \). Apply the limiter in Algorithm 2 to \( v_i \) and let \( \bar{v}_i \) denote the output values. Since we have \( \tilde{W}_2 v_i \in [m, M] \), i.e.,

\[
\begin{align*}
m \leq \frac{10}{11} v_1 + \frac{1}{11} v_2 & \leq M, \\
m \leq \frac{1}{12} v_1 + \frac{10}{12} v_2 + \frac{1}{12} v_3 & \leq M, \\
& \vdots \\
m \leq \frac{1}{12} v_{N-2} + \frac{10}{12} v_{N-1} + \frac{1}{12} v_N & \leq M, \\
m \leq \frac{1}{11} v_{N-1} + \frac{10}{11} v_N & \leq M.
\end{align*}
\]

Following the discussions in Section 6.2.2, it implies \( \bar{v}_i \in [m, M] \).

3. Obtain values of \( u_i^{n+1}, i = 1, \cdots, N \) by solving a \( N \times N \) system:

\[
\frac{1}{6} \begin{pmatrix}
4 & 1 & \cdots & 1 \\
1 & 4 & 1 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
1 & 4 & 1 & \cdots & 1
\end{pmatrix} \begin{pmatrix}
u_1^{n+1} \\
u_2^{n+1} \\
\vdots \\
u_{N-1}^{n+1} \\
u_N^{n+1}
\end{pmatrix} = \begin{pmatrix}
\bar{v}_1 \\
\bar{v}_2 \\
\vdots \\
\bar{v}_{N-1} \\
\bar{v}_N
\end{pmatrix} - \frac{1}{6} \mathbf{u}_{bc}^{n+1}.
\]

4. Apply the limiter in Algorithm 2 to \( u_i^{n+1} \) to ensure \( u_i^{n+1} \in [m, M] \).

6.7 Numerical Tests

6.7.1 One-dimensional problems with periodic boundary conditions

In this subsection, we test the fourth order and eighth order accurate compact finite difference schemes with the bound-preserving limiter. The time step is taken to satisfy both the CFL condition required for weak monotonicity in Theorem 6.2.1 and Theorem 6.2.10 and the SSP coefficient for high order SSP time discretizations.

Example 1. One-dimensional linear convection equation. Consider \( u_t + u_x = 0 \) with and initial condition \( u_0(x) = \frac{1}{2} + \sin^4(x) \) and periodic boundary conditions on the interval \([0, 2\pi]\).
with a uniform $N$-point grid. The $L^1$ and $L^\infty$ errors for the fourth order scheme with a smooth initial condition at time $T = 10$ are listed in Table 6.1 where $\Delta x = \frac{2\pi}{N}$, the time step is taken as $\Delta t = C_{ms} \frac{1}{3} \Delta x$ for the multistep method, and $\Delta t = 5C_{ms} \frac{1}{3} \Delta x$ for the Runge-Kutta method so that the number of spatial discretization operators computed is the same as in the one for the multistep method. We can observe the fourth order accuracy for the multistep method and obvious order reductions for the Runge-Kutta method.

The errors for smooth initial conditions $u_0(x) = \frac{1}{2} + \frac{1}{2} \sin^4(x)$ at time $T = 10$ for the eighth order accurate scheme are listed in Table 6.2. For the eighth order accurate scheme, the time step to achieve the weak monotonicity is $\Delta t = C_{ms} \frac{6}{25} \Delta x$ for the fourth-order SSP multistep method. On the other hand, we need to set $\Delta t = \Delta x^2$ in fourth order accurate time discretizations to verify the eighth order spatial accuracy. To this end, the time step is taken as $\Delta t = C_{ms} \frac{6}{25} \Delta x^2$ for the multistep method, and $\Delta t = 5C_{ms} \frac{6}{25} \Delta x^2$ for the Runge-Kutta method. We can observe the eighth order accuracy for the multistep method and the order reduction for $N = 160$ is due to the roundoff errors. We can also see an obvious order reduction for the Runge-Kutta method.

**Table 6.1.** Fourth order scheme accuracy test.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.44E-2</td>
<td>-</td>
<td>3.41E-2</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>3.12E-3</td>
<td>3.47</td>
<td>3.14E-3</td>
<td>3.44</td>
</tr>
<tr>
<td>80</td>
<td>1.82E-4</td>
<td>4.10</td>
<td>1.86E-4</td>
<td>4.08</td>
</tr>
<tr>
<td>160</td>
<td>1.10E-5</td>
<td>4.05</td>
<td>1.29E-5</td>
<td>3.85</td>
</tr>
<tr>
<td>320</td>
<td>6.81E-7</td>
<td>4.02</td>
<td>1.42E-6</td>
<td>3.18</td>
</tr>
</tbody>
</table>

**Table 6.2.** Eighth order scheme accuracy test.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.31E-2</td>
<td>-</td>
<td>6.44E-2</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>3.35E-5</td>
<td>7.55</td>
<td>3.39E-4</td>
<td>7.57</td>
</tr>
<tr>
<td>40</td>
<td>9.58E-7</td>
<td>8.45</td>
<td>1.52E-6</td>
<td>7.80</td>
</tr>
<tr>
<td>80</td>
<td>3.50E-9</td>
<td>8.10</td>
<td>5.34E-8</td>
<td>4.83</td>
</tr>
<tr>
<td>160</td>
<td>6.57E-11</td>
<td>5.74</td>
<td>2.40E-9</td>
<td>4.48</td>
</tr>
</tbody>
</table>
Next, we consider the following discontinuous initial data:

\[ u_0(x) = \begin{cases} 
1, & \text{if } 0 < x \leq \pi, \\
0, & \text{if } \pi < x \leq 2\pi.
\end{cases} \]  

(6.50)

See Figure 6.1 for the performance of the bound-preserving limiter and the TVB limiter on the fourth order scheme at \( T = 10 \). Fourth order compact finite difference and fourth order SSP multistep with \( \Delta t = \frac{1}{3} C_{ms} \Delta x \) and 100 grid points are used. The TVB parameter in (6.11) is \( p = 5 \). We observe that the TVB limiter can reduce oscillations but cannot remove the overshoot/undershoot. When both limiters are used, we can obtain a non-oscillatory bound-preserving numerical solution. See Figure 6.2 for the performance of the bound-preserving limiter on the eighth order scheme at \( T = 10 \) with \( \Delta t = C_{ms} \frac{6}{25} \Delta x \) and 100 grid points.

**Figure 6.1.** Fourth order scheme for linear convection with discontinuous initial data.

**Example 2.** One dimensional Burgers’ equation. Consider the Burgers’ equation \( u_t + \left( \frac{u^2}{2} \right)_x = 0 \) with a periodic boundary condition on \([-\pi, \pi]\). For the initial data \( u_0(x) = \sin(x) + 0.5 \),
the exact solution is smooth up to $T = 1$, then it develops a moving shock. We list the errors of the fourth order scheme at $T = 0.5$ in Table 6.3 where the time step is $\Delta t = \frac{1}{3} C_{ms} \Delta x$ for SSP multistep and $\Delta t = \frac{5}{3} C_{ms} \Delta x$ for SSP Runge-Kutta with $\Delta x = \frac{2\pi}{N}$. We observe the expected fourth order accuracy for the multistep time discretization. At $T = 1.2$, the exact solution contains a shock near $x = -2.5$. The errors on the smooth region $[-2, \pi]$ at $T = 1.2$ are listed in Table 6.4 where high order accuracy is lost. Some high order schemes can still be high order accurate on a smooth region away from the shock in this test, see [91]. We emphasize that in all our numerical tests, Step III in Algorithm 2 was never triggered. In other words, set of Class I is rarely encountered in practice. So the limiter Algorithm 2 is a local three-point stencil limiter for this particular example rather than a global one. The loss of accuracy in smooth regions is possibly due to the fact that compact finite difference operator is defined globally thus the error near discontinuities will pollute the whole domain.

The solutions of the fourth order compact finite difference and the fourth order SSP multistep with the bound-preserving limiter and the TVB limiter at time $T = 2$ are shown in Figure 6.3, for which the exact solution is in the range $[-0.5, 1.5]$. With 100 grid points and time step $\Delta t = \frac{1}{3 \max_x |u_0(x)|} C_{ms} \Delta x$, the TVB parameter in (6.11) is set as $p = 5$. The TVB limiter alone does not eliminate the overshoot or undershoot. When both the bound-preserving and the TVB limiters are used, we can obtain a non-oscillatory bound-preserving numerical solution.
Table 6.3. The fourth order scheme with limiter for the Burgers’ equation.
Smooth solutions.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>6.92E-4</td>
<td>-</td>
<td>5.24E-3</td>
<td>-</td>
<td>7.79E-4</td>
<td>-</td>
<td>5.61E-3</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>3.28E-5</td>
<td>4.40</td>
<td>3.62E-4</td>
<td>3.85</td>
<td>4.45E-5</td>
<td>4.13</td>
<td>4.77E-4</td>
<td>3.56</td>
</tr>
<tr>
<td>80</td>
<td>1.90E-6</td>
<td>4.11</td>
<td>2.00E-5</td>
<td>4.18</td>
<td>3.53E-6</td>
<td>3.66</td>
<td>2.09E-5</td>
<td>4.51</td>
</tr>
<tr>
<td>160</td>
<td>1.15E-6</td>
<td>4.04</td>
<td>1.24E-6</td>
<td>4.01</td>
<td>4.93E-7</td>
<td>2.84</td>
<td>5.47E-6</td>
<td>1.93</td>
</tr>
<tr>
<td>320</td>
<td>7.18E-9</td>
<td>4.00</td>
<td>7.67E-8</td>
<td>4.01</td>
<td>8.78E-8</td>
<td>2.49</td>
<td>1.73E-6</td>
<td>1.66</td>
</tr>
</tbody>
</table>

Table 6.4. Burgers’ equation. The errors are measured in the smooth region away from the shock.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.59E-2</td>
<td>-</td>
<td>5.26E-2</td>
<td>-</td>
<td>1.62E-2</td>
<td>-</td>
<td>5.39E-2</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>2.10E-3</td>
<td>2.92</td>
<td>1.38E-2</td>
<td>1.93</td>
<td>2.11E-3</td>
<td>2.94</td>
<td>1.39E-2</td>
<td>1.95</td>
</tr>
<tr>
<td>80</td>
<td>6.35E-4</td>
<td>1.73</td>
<td>6.56E-3</td>
<td>1.07</td>
<td>6.48E-4</td>
<td>1.70</td>
<td>7.01E-3</td>
<td>0.99</td>
</tr>
<tr>
<td>160</td>
<td>1.48E-4</td>
<td>2.10</td>
<td>1.65E-3</td>
<td>1.99</td>
<td>1.51E-4</td>
<td>2.10</td>
<td>1.66E-3</td>
<td>2.08</td>
</tr>
<tr>
<td>320</td>
<td>3.12E-5</td>
<td>2.25</td>
<td>6.10E-4</td>
<td>1.43</td>
<td>3.14E-5</td>
<td>2.26</td>
<td>6.13E-4</td>
<td>1.44</td>
</tr>
</tbody>
</table>

Example 3. One dimensional convection diffusion equation.

Consider the linear convection diffusion equation $u_t + cu_x = du_{xx}$ with a periodic boundary condition on $[0, 2\pi]$. For the initial $u_0(x) = \sin(x)$, the exact solution is $u(x, t) = \exp(-dt)\sin(x - ct)$ which is in the range $[-1, 1]$. We set $c = 1$ and $d = 0.001$. The errors of the fourth order scheme at $T = 1$ are listed in the Table 6.5 in which $\Delta t = C_{ms}\min\{\frac{1}{6} \frac{\Delta x}{c}, \frac{5}{24} \frac{\Delta x^2}{d}\}$ for SSP multistep and $\Delta t = 5C_{ms}\min\{\frac{1}{6} \frac{\Delta x}{c}, \frac{5}{24} \frac{\Delta x^2}{d}\}$ for SSP Runge-Kutta with $\Delta x = \frac{2\pi}{N}$. We observe the expected fourth order accuracy for the SSP multistep method. Even though the bound-preserving limiter is triggered, the order reduction for the Runge-Kutta method is not observed for the convection diffusion equation. One possible explanation is that the source of such an order reduction is due to the lower order accuracy of inner stages in the Runge-Kutta method, which is proportional to the time step. Compared to $\Delta t = O(\Delta x)$ for a pure convection, the time step is $\Delta t = O(\Delta x^2)$ in a convection diffusion problem thus the order reduction is much less prominent. See the Table 6.6 for...
the errors at $T = 1$ of the eighth order scheme with $\Delta t = C_{ms} \min\{\frac{3}{25} \frac{\Delta x^2}{c}, \frac{131}{530} \frac{\Delta x^2}{d}\}$ for SSP multistep and $\Delta t = 5C_{ms} \min\{\frac{3}{25} \frac{\Delta x^2}{c}, \frac{131}{530} \frac{\Delta x^2}{d}\}$ for SSP Runge-Kutta where $\Delta x = \frac{2\pi}{N}$.

**Table 6.5.** The fourth order compact finite difference with limiter for linear convection diffusion.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.30E-5</td>
<td>-</td>
<td>5.19E-5</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>2.11E-6</td>
<td>3.97</td>
<td>3.30E-6</td>
<td>3.97</td>
</tr>
<tr>
<td>80</td>
<td>1.33E-7</td>
<td>3.99</td>
<td>2.09E-7</td>
<td>3.98</td>
</tr>
<tr>
<td>160</td>
<td>8.36E-9</td>
<td>3.99</td>
<td>1.31E-8</td>
<td>3.99</td>
</tr>
<tr>
<td>320</td>
<td>5.24E-10</td>
<td>4.00</td>
<td>8.23E-10</td>
<td>4.00</td>
</tr>
</tbody>
</table>

**Example 4.** Nonlinear degenerate diffusion equations.

A representative test for validating the positivity-preserving property of a scheme solving nonlinear diffusion equations is the porous medium equation, $u_t = (u^m)_{xx}, m > 1$. We consider the Barenblatt analytical solution given by

$$B_m(x,t) = t^{-k}[(1 - \frac{k(m-1)}{2m}\frac{|x|^2}{i2k})_+^{1/(m-1)},$$

where $u_+ = \max\{u, 0\}$ and $k = (m + 1)^{-1}$. The initial data is the Barenblatt solution at $T = 1$ with periodic boundary conditions on $[0, 1]$. The solution is computed till time $T = 2$. High order schemes without any particular positivity treatment will generate negative solutions [102], [103], [106]. See Figure 6.4 for solutions of the fourth order scheme and the
Table 6.6. The eighth order compact finite difference with limiter for linear convection diffusion.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
<th>$L^1$ error order</th>
<th>$L^\infty$ error order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.85E-7</td>
<td>5.96E-7</td>
<td>3.85E-7</td>
<td>5.95E-7</td>
</tr>
<tr>
<td>20</td>
<td>1.40E-9</td>
<td>8.10</td>
<td>2.20E-9</td>
<td>8.08</td>
</tr>
<tr>
<td>40</td>
<td>5.46E-12</td>
<td>8.01</td>
<td>6.60E-12</td>
<td>8.00</td>
</tr>
<tr>
<td>80</td>
<td>3.53E-12</td>
<td>0.63</td>
<td>6.46E-12</td>
<td>0.41</td>
</tr>
</tbody>
</table>

SSP multistep method with $\Delta t = \frac{1}{3m} C_{ms} \Delta x$ and 100 grid points. Numerical solutions are strictly nonnegative. Without the bound-preserving limiter, negative values emerge near the sharp gradients.

Figure 6.4. The fourth order compact finite difference with limiter for the porous medium equation.

6.7.2 One-dimensional problems with non-periodic boundary conditions

Example 5. One-dimensional Burgers’ equation with inflow-outflow boundary condition. Consider $u_t + (\frac{u^2}{2})_x = 0$ on interval $[0, 2\pi]$ with inflow-outflow boundary condition and smooth initial condition $u(x, 0) = u_0(x)$. Let $u_0(x) = \frac{1}{2} \sin(x) + \frac{1}{2} \geq 0$, we can set the left boundary condition as inflow $u(0, t) = L(t)$ and right boundary as outflow, where $L(t)$ is obtained from the exact solution of initial-boundary value problem for the same initial data and a periodic boundary condition. We test the fourth order compact finite difference and fourth order SSP multistep method with the bound-preserving limiter. The errors at $T = 0.5$
are listed in Table 6.7 where $\Delta t = C_{ms}\Delta x$ and $\Delta x = \frac{2\pi}{N}$. See Figure 6.5 for the shock at $T = 3$ on a 120-point grid with $\Delta t = C_{ms}\Delta x$.

**Table 6.7.** Burgers’ equation. The fourth order scheme. Inflow and outflow boundary conditions.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^\infty$ error</th>
<th>order</th>
<th>$L^1$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.15E-4</td>
<td>-</td>
<td>7.80E-4</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>4.10E-6</td>
<td>4.81</td>
<td>2.00E-5</td>
<td>5.29</td>
</tr>
<tr>
<td>80</td>
<td>2.17E-7</td>
<td>4.24</td>
<td>9.43E-7</td>
<td>4.40</td>
</tr>
<tr>
<td>160</td>
<td>1.22E-8</td>
<td>4.15</td>
<td>4.87E-8</td>
<td>4.28</td>
</tr>
<tr>
<td>320</td>
<td>7.41E-10</td>
<td>4.05</td>
<td>2.87E-9</td>
<td>4.09</td>
</tr>
</tbody>
</table>

**Figure 6.5.** Burgers’ equation. The fourth order scheme. Inflow and outflow boundary conditions.

**Example 6.** One-dimensional convection diffusion equation with Dirichlet boundary conditions. We consider equation $u_t + cu_x = du_{xx}$ on $[0, 2\pi]$ with boundary conditions $u(0, t) = \cos(-ct)e^{-dt}$ and $u(2\pi, t) = \cos(2\pi - ct)e^{-dt}$. The exact solution is $u(x, y, t) = \cos(x - ct)e^{-dt}$. We set $c = 1$ and $d = 0.01$. We test the third order boundary scheme proposed in Section 6.6.2 and the fourth order interior compact finite difference with the fourth order SSP multistep time discretization. The errors at $T = 1$ are listed in Table 6.8 where $\Delta t = C_{ms}\min\{\frac{4}{19} \frac{\Delta x}{c}, \frac{695}{1596} \frac{\Delta x^2}{d}\}$, $\Delta x = \frac{2\pi}{N}$. 
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Table 6.8. A linear convection diffusion equation with Dirichlet boundary conditions.

<table>
<thead>
<tr>
<th>N</th>
<th>$L^\infty$ error</th>
<th>order</th>
<th>$L^1$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.68E-3</td>
<td>-</td>
<td>8.76E-3</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>1.47E-4</td>
<td>3.51</td>
<td>7.12E-4</td>
<td>3.62</td>
</tr>
<tr>
<td>40</td>
<td>8.35E-6</td>
<td>4.14</td>
<td>4.27E-5</td>
<td>4.06</td>
</tr>
<tr>
<td>80</td>
<td>4.44E-7</td>
<td>4.23</td>
<td>2.28E-6</td>
<td>4.23</td>
</tr>
<tr>
<td>160</td>
<td>2.30E-8</td>
<td>4.27</td>
<td>1.10E-7</td>
<td>4.37</td>
</tr>
</tbody>
</table>

6.7.3 Two-dimensional problems with periodic boundary conditions

In this subsection we test the fourth order compact finite difference scheme solving two-dimensional problems with periodic boundary conditions.

Example 7. Two-dimensional linear convection equation. Consider $u_t + u_x + u_y = 0$ on the domain $[0, 2\pi] \times [0, 2\pi]$ with a periodic boundary condition. The scheme is tested with a smooth initial condition $u_0(x, y) = \frac{1}{2} + \frac{1}{2} \sin^4(x + y)$ to verify the accuracy. The errors at time $T = 1$ are listed in Table 6.9 where $\Delta t = C_{ms}^\frac{1}{6} \Delta x$ for the SSP multistep method and $\Delta t = 5C_{ms}^\frac{1}{6} \Delta x$ for the SSP Runge-Kutta method with $\Delta x = \Delta y = \frac{2\pi}{N}$. We can observe the fourth order accuracy for the multistep method on resolved meshes and obvious order reductions for the Runge-Kutta method.

Table 6.9. Fourth order accurate compact finite difference with limiter for the 2D linear equation.

<table>
<thead>
<tr>
<th>$N \times N$ Mesh</th>
<th>Fourth order SSP multistep</th>
<th>Fourth order SSP Runge-Kutta</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N \times N$ Mesh</td>
<td>$L^1$ error</td>
<td>order</td>
</tr>
<tr>
<td>10 x 10</td>
<td>4.70E-2</td>
<td>-</td>
</tr>
<tr>
<td>20 x 20</td>
<td>5.47E-3</td>
<td>3.10</td>
</tr>
<tr>
<td>40 x 40</td>
<td>3.04E-4</td>
<td>4.17</td>
</tr>
<tr>
<td>80 x 80</td>
<td>1.78E-5</td>
<td>4.09</td>
</tr>
<tr>
<td>160 x 160</td>
<td>1.09E-6</td>
<td>4.03</td>
</tr>
</tbody>
</table>

We also test the following discontinuous initial data:

$$u_0(x, y) = \begin{cases} 
1, & \text{if } (x, y) \in [-0.2, 0.2] \times [-0.2, 0.2], \\
0, & \text{otherwise.}
\end{cases}$$
Figure 6.6. Fourth order compact finite difference for the 2D linear convection.
The numerical solutions on a $80 \times 80$ mesh at $T = 0.5$ are shown in Figure 6.6 with $\Delta t = \frac{1}{6} C_{ms} \Delta x$ and $\Delta x = \Delta y = \frac{2\pi}{N}$. Fourth order SSP multistep method is used.

**Example 8.** Two-dimensional Burgers’ equation. Consider $u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^2}{2} \right)_y = 0$ with $u_0(x, y) = 0.5 + \sin(x + y)$ and periodic boundary conditions on $[-\pi, \pi] \times [-\pi, \pi]$. At time $T = 0.2$, the solution is smooth and the errors at $T = 0.2$ on a $N \times N$ mesh are shown in the Table 6.10 in which $\Delta t = C_{ms} \frac{\Delta x}{\max_x |u_0(x)|}$ for multistep and $\Delta t = 5C_{ms} \frac{\Delta x}{\max_x |u_0(x)|}$ for Runge-Kutta with $\Delta x = \Delta y = \frac{2\pi}{N}$. At time $T = 1$, the exact solution contains a shock. The numerical solutions of the fourth order SSP multistep method on a $100 \times 100$ mesh are shown in Figure 6.7 where $\Delta t = \frac{1}{6 \max_x |u_0(x)|} C_{ms} \Delta x$. The bound-preserving limiter ensures the solution to be in the range $[-0.5, 1.5]$.

**Table 6.10.** Fourth order compact finite difference scheme with the bound-preserving limiter for the 2D Burgers’ equation.

<table>
<thead>
<tr>
<th>$N \times N$ Mesh</th>
<th>$L^1$ error</th>
<th>$L^\infty$ error</th>
<th>Order</th>
<th>$L^1$ error</th>
<th>$L^\infty$ error</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 × 10</td>
<td>1.08E-2</td>
<td>4.48E-3</td>
<td>-</td>
<td>9.16E-3</td>
<td>3.73E-2</td>
<td>-</td>
</tr>
<tr>
<td>20 × 20</td>
<td>4.73E-4</td>
<td>3.76E-3</td>
<td>4.52</td>
<td>2.90E-4</td>
<td>2.14E-3</td>
<td>3.58</td>
</tr>
<tr>
<td>40 × 40</td>
<td>1.90E-5</td>
<td>1.45E-4</td>
<td>4.64</td>
<td>2.03E-5</td>
<td>1.12E-4</td>
<td>4.69</td>
</tr>
<tr>
<td>80 × 80</td>
<td>9.99E-7</td>
<td>7.43E-6</td>
<td>4.25</td>
<td>2.35E-6</td>
<td>1.54E-5</td>
<td>4.29</td>
</tr>
<tr>
<td>160 × 160</td>
<td>5.87E-8</td>
<td>4.26E-7</td>
<td>4.09</td>
<td>3.62E-7</td>
<td>5.13E-6</td>
<td>4.13</td>
</tr>
</tbody>
</table>

(a) Without any limiter. (b) With bound-preserving limiter. (c) The exact solution.

**Figure 6.7.** The fourth order scheme for 2D Burgers’ equation.

**Example 9.** Two-dimensional convection diffusion equation.

Consider the equation $u_t + c(u_x + u_y) = d(u_{xx} + u_{yy})$ with $u_0(x, y) = \sin(x + y)$ and a periodic boundary condition on $[0, 2\pi] \times [0, 2\pi]$. The errors at time $T = 0.5$ for $c = 1$ and
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\[ d = 0.001 \] are listed in Table 6.11, in which \( \Delta t = C_{ms} \min \{ \frac{\Delta x}{6c}, \frac{5\Delta x^2}{48d} \} \) for the fourth-order SSP multistep method, and \( \Delta t = 5C_{ms} \min \{ \frac{\Delta x}{6c}, \frac{5\Delta x^2}{48d} \} \) for the fourth-order SSP Runge-Kutta method, where \( \Delta x = \Delta y = \frac{2\pi}{N} \).

**Table 6.11.** Fourth order compact finite difference with limiter for the 2D convection diffusion equation.

<table>
<thead>
<tr>
<th>( N )</th>
<th>Fourth order SSP multistep</th>
<th>Fourth order SSP Runge-Kutta</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L^1 ) error order</td>
<td>( L^\infty ) error order</td>
</tr>
<tr>
<td>10 \times 10</td>
<td>6.26E-4</td>
<td>-</td>
</tr>
<tr>
<td>20 \times 20</td>
<td>3.62E-5</td>
<td>4.11</td>
</tr>
<tr>
<td>40 \times 40</td>
<td>2.20E-6</td>
<td>4.04</td>
</tr>
<tr>
<td>80 \times 80</td>
<td>1.35E-7</td>
<td>4.02</td>
</tr>
<tr>
<td>160 \times 160</td>
<td>8.45E-9</td>
<td>4.01</td>
</tr>
</tbody>
</table>

**Example 10.** Two-dimensional porous medium equation.

We consider the equation \( u_t = \Delta (u^m) \) with the following initial data

\[
u_0(x, y) = \begin{cases} 
1, & \text{if } (x, y) \in [-0.5, 0.5] \times [-0.5, 0.5], \\
0, & \text{if } (x, y) \in [-2, 2] \times [-2, 2] \setminus [-1, 1] \times [-1, 1], 
\end{cases}
\]

and a periodic boundary condition on domain \([-2, 2] \times [-2, 2]\). See Figure 6.8 for the solutions at time \( T = 0.01 \) for SSP multistep method with \( \Delta t = \frac{5}{48 \max_{x} |u_0(x)|} C_{ms} \Delta x \) and \( \Delta x = \Delta y = \frac{1}{15} \). The numerical solutions are strictly non-negative, which is nontrivial for high order accurate schemes. High order schemes without any positivity treatment will generate negative solutions in this test, see [102], [103], [106].

**Figure 6.8.** The fourth order scheme with limiter for 2D porous medium equations \( u_t = \Delta (u^m) \).
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6.7.4 Two-dimensional incompressible Navier-Stokes equation

In this subsection, we test the bound-preserving fourth order compact finite difference scheme for the two-dimensional incompressible flow.

Example 11. Consider solving (6.19) on the domain \([0, 2\pi] \times [0, 2\pi]\) with a periodic boundary condition. We use a smooth solution \(\omega(x, y, t) = \sin(2x) \sin(2y) \exp(-\frac{4t}{Re})\) to test the accuracy of the proposed scheme. The errors for \(Re = 1000\) at \(T = 1\) are listed in Table 6.12. The time step is taken as \(\Delta t = C ms \min\{\frac{1}{12 \max_x |u_0|} \Delta x, \frac{5Re}{48} \Delta x^2\}\) for the SSP multistep method and \(\Delta t = 5C ms \min\{\frac{1}{12 \max_x |u_0|} \Delta x, \frac{5Re}{48} \Delta x^2\}\) for the SSP Runge-Kutta method.

<table>
<thead>
<tr>
<th>(N \times N)</th>
<th>(L^1) error</th>
<th>order</th>
<th>(L^\infty) error</th>
<th>order</th>
<th>(L^1) error</th>
<th>order</th>
<th>(L^\infty) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 \times 10</td>
<td>2.76E-5</td>
<td>-</td>
<td>6.58E-5</td>
<td>-</td>
<td>3.67E-5</td>
<td>-</td>
<td>8.76E-5</td>
<td>-</td>
</tr>
<tr>
<td>20 \times 20</td>
<td>1.80E-6</td>
<td>3.94</td>
<td>4.29E-6</td>
<td>3.94</td>
<td>2.16E-6</td>
<td>4.09</td>
<td>5.16E-6</td>
<td>4.09</td>
</tr>
<tr>
<td>40 \times 40</td>
<td>1.22E-7</td>
<td>3.88</td>
<td>3.07E-7</td>
<td>3.80</td>
<td>1.33E-7</td>
<td>4.02</td>
<td>3.35E-7</td>
<td>3.94</td>
</tr>
<tr>
<td>80 \times 80</td>
<td>7.93E-9</td>
<td>3.95</td>
<td>1.97E-8</td>
<td>3.97</td>
<td>8.42E-9</td>
<td>3.99</td>
<td>2.09E-8</td>
<td>4.00</td>
</tr>
<tr>
<td>160 \times 160</td>
<td>5.03E-10</td>
<td>3.98</td>
<td>1.24E-9</td>
<td>3.98</td>
<td>5.17E-10</td>
<td>4.03</td>
<td>1.28E-9</td>
<td>4.03</td>
</tr>
</tbody>
</table>

Example 12. Double Shear Layer Problem. We test the double shear layer problem on the domain \([0, 2\pi] \times [0, 2\pi]\) with a periodic boundary condition. The initial condition is

\[
\omega(x, y, 0) = \begin{cases} 
\delta \cos(x) - \frac{1}{\rho} \text{sech}^2((y - \frac{\pi}{2})/\rho), & y \leq \pi \\
\delta \cos(x) + \frac{1}{\rho} \text{sech}^2((\frac{3\pi}{2} - y)/\rho), & y > \pi 
\end{cases}
\]

with \(\delta = 0.05\) and \(\rho = \pi/15\). The vorticity \(\omega\) for \(Re = 5000\) at time \(T = 6\) and \(T = 8\) are shown in Figure 6.9. We use the fourth order compact finite difference with SSP multistep method on a 120 \times 120 mesh solving the Navier-Stokes equation (6.19) with \(Re = 5000\). The time step is \(\Delta t = C ms \min\{\frac{1}{12 \max_x |u_0|} \Delta x, \frac{5Re}{48} \Delta x^2\}\). Although one can barely see any difference between the results with the limiter and without the limiter from the contour, we point out that the numerical solutions of the scheme with the bound-preserving limiter are ensured to be in the range \([-\delta - \frac{1}{\rho}, \delta + \frac{1}{\rho}]\). In the numerical solutions, we observe some
obvious oscillations, which would be reduced if the TVB limiter is also used. On the other hand, if the physical diffusion in the Navier-Stokes equation is resolved on a fine enough mesh, the physical diffusion can also smooth out the oscillations, as we will see in the next example.

Figure 6.9. Double shear layer problem.

Example 13. Vortex Patch Problem. We test the vortex patch problem in the domain \([0, 2\pi] \times [0, 2\pi]\) with a periodic boundary condition. The initial condition is

\[
\omega(x, y, 0) = \begin{cases} 
-1, & (x, y) \in \left[\frac{\pi}{2}, \frac{3\pi}{2}\right] \times \left[\frac{\pi}{4}, \frac{3\pi}{4}\right]; \\
1, & (x, y) \in \left[\frac{\pi}{2}, \frac{3\pi}{2}\right] \times \left[\frac{5\pi}{4}, \frac{7\pi}{4}\right]; \\
0, & \text{otherwise.}
\end{cases}
\]

Numerical solutions for incompressible Euler and Navier-Stokes equations are shown in Figure 6.10, Figure 6.11 and Figure 6.12. In Figure 6.10, we use fourth order accurate
compact finite difference scheme to solve the incompressible Euler equation at $T = 5$ on a 120 $\times$ 120 mesh. The time step is $\Delta t = C_{ms} \frac{1}{6 \max |u_0|} \Delta x$. The second row is the cut along the diagonal of the two-dimensional array. We can observe that the solutions generated by the compact finite difference scheme with only the bound-preserving limiter are still highly oscillatory for the Euler equation, thus in principle other limiters should be used to eliminate the oscillations, e.g., the TVB limiter. On the other hand, we solve the incompressible Navier-Stokes equation with $Re = 1000$, at time $T = 5$ on a 60 $\times$ 60 mesh with the time step $\Delta t = C_{ms} \min\{\frac{1}{12 \max |u_0|} \Delta x, \frac{5Re}{48} \Delta x^2\}$. The second row is the cut along the diagonal of the two-dimensional array. We observe that the numerical solution is non-oscillatory on a fine enough mesh. Notice that the oscillations in Figure 6.10 and Figure 6.11 suggest that the artificial viscosity induced by the bound-preserving limiter is quite low, thus it is the physical diffusion in the Navier-Stokes equation that starts to smooth out the numerical oscillations in Figure 6.12. For Figure 6.12, on a 120 $\times$ 120 mesh we use time step is $\Delta t = C_{ms} \min\{\frac{1}{12 \max |u_0|} \Delta x, \frac{5Re}{48} \Delta x^2\}$.

The same phenomenon was also observed for the high order positivity-preserving discontinuous Galerkin scheme for the compressible Navier-Stokes system in [96]. In other words, for solving convection diffusion problems on resolved meshes, the bound-preserving limiter is enough for high order schemes producing satisfying results and there is no need to use the TVB limiter.

6.8 Concluding Remarks

In this chapter we have demonstrated that fourth order accurate compact finite difference schemes for convection diffusion problems with periodic boundary conditions satisfy a weak monotonicity property, and a simple three-point stencil limiter can enforce bounds without destroying the global conservation. Since the limiter is designed based on an intrinsic property in the high order finite difference schemes, the accuracy of the limiter can be easily justified. This is the first time that the weak monotonicity is established for a high order accurate finite difference scheme, complementary to results regarding the weak monotonicity property of high order finite volume and discontinuous Galerkin schemes in [23], [93], [95].
We have discussed extensions to two dimensions, higher order accurate schemes and general boundary conditions, for which the five-diagonal weighting matrices can be factored as a product of tridiagonal matrices so that the same simple three-point stencil bound-preserving limiter can still be used. We have also proved that the TVB limiter in [101] does not affect the bound-preserving property. Thus with both the TVB and the bound-preserving limiters, the numerical solutions of high order compact finite difference scheme can be rendered non-oscillatory and strictly bound-preserving without losing accuracy and global conservation. To generalize the bound-preserving scheme to incompressible flows, we have proposed a vector field which satisfies a discrete divergence free constraint. Extensive numerical results suggest the good performance of the high order bound-preserving compact finite difference schemes.

Figure 6.10. Vortex patch for incompressible Navier-Stokes equation on the $120 \times 120$ mesh.
(a) Without limiter. The maximum of the numerical solution is around 1.07.

(b) With the bound-preserving limiter.

(c) Without limiter. The maximum of the numerical solution is around 1.07.

(d) With the bound-preserving limiter.

Figure 6.11. Vortex patch for incompressible Navier-Stokes equation on the $60 \times 60$ mesh.

For more generalizations and applications, there are certain complications. For using compact finite difference schemes on non-uniform meshes, one popular approach is to introduce a mapping to a uniform grid but such a mapping results in an extra variable coefficient which may affect the weak monotonicity. Thus any extension to non-uniform grids is much less straightforward. For applications to systems, e.g., preserving positivity of density and pressure in compressible Euler equations, the weak monotonicity can be easily extended to a weak positivity property. However, the same three-point stencil limiter cannot enforce the positivity for pressure. One has to construct a new limiter for systems.
(a) Without limiter. The maximum of the numerical solution is around 1.04.

(b) With the bound-preserving limiter.

(c) Without limiter. The maximum of the numerical solution is around 1.04.

(d) With the bound-preserving limiter.

Figure 6.12. Vortex patch for Naiver-Stokes equation on the 120 × 120 mesh.

6.9 Appendix A: Comparison With The Nine-point Discrete Laplacian

Consider solving the two-dimensional Poisson equations $u_{xx} + u_{yy} = f$ with either homogeneous Dirichlet boundary conditions or periodic boundary conditions on a rectangular domain. Let $\mathbf{u}$ be a $N_x \times N_y$ matrix with entries $u_{i,j}$ denoting the numerical solutions at a uniform grid $(x_i, y_j) = \left( \frac{i}{N_x}, \frac{j}{N_y} \right)$. Let $\mathbf{f}$ be a $N_x \times N_y$ matrix with entries $f_{i,j} = f(x_i, y_j)$. The fourth order compact finite difference method in Section 6.3.2 for $u_{xx} + u_{yy} = f$ can be written as:

$$\frac{1}{\Delta x^2}W_{2x}^{-1}D_{xx}\mathbf{u} + \frac{1}{\Delta y^2}W_{2y}^{-1}D_{yy}\mathbf{u} = f(\mathbf{u}).$$  (6.1)
For convenience, we introduce two matrices,

\[
U = \begin{pmatrix}
    u_{i-1,j+1} & u_{i,j+1} & u_{i+1,j+1} \\
    u_{i-1,j} & u_{i,j} & u_{i+1,j} \\
    u_{i-1,j-1} & u_{i,j-1} & u_{i+1,j-1}
\end{pmatrix}, \quad F = \begin{pmatrix}
    f_{i-1,j+1} & f_{i,j+1} & f_{i+1,j+1} \\
    f_{i-1,j} & f_{i,j} & f_{i+1,j} \\
    f_{i-1,j-1} & f_{i,j-1} & f_{i+1,j-1}
\end{pmatrix}.
\]

Notice that the scheme (6.1) is equivalent to

\[
\frac{1}{\Delta x^2} W_{2y} D_{xx} u + \frac{1}{\Delta y^2} W_{2x} D_{yy} u = W_{2x} W_{2y} f(u),
\]

which can be written as

\[
\frac{1}{12 \Delta x^2} \begin{pmatrix} 1 & -2 & 1 \\ 10 & -20 & 10 \\ 1 & -2 & 1 \end{pmatrix} : U + \frac{1}{12 \Delta y^2} \begin{pmatrix} 1 & 10 & 1 \\ -2 & -20 & -2 \\ 1 & 10 & 1 \end{pmatrix} : U = \frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \\ 1 & 10 & 1 \end{pmatrix} : F, \tag{6.2}
\]

where : denotes the sum of all entrywise products in two matrices of the same size.

In particular, if \(\Delta x = \Delta y = h\), the scheme above reduces to

\[
\frac{1}{6h^2} \begin{pmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \\ 1 & 4 & 1 \end{pmatrix} : U = \frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \\ 1 & 10 & 1 \end{pmatrix} : F.
\]

Recall that the classical nine-point discrete Laplacian \([113]\) for the Poisson equation can be written as

\[
\frac{1}{12 \Delta x^2} \begin{pmatrix} 1 & -2 & 1 \\ 10 & -20 & 10 \\ 1 & -2 & 1 \end{pmatrix} : U + \frac{1}{12 \Delta y^2} \begin{pmatrix} 1 & 10 & 1 \\ -2 & -20 & -2 \\ 1 & 10 & 1 \end{pmatrix} : U = \frac{1}{12} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 8 & 1 \\ 0 & 1 & 0 \end{pmatrix} : F, \tag{6.3}
\]
which reduces to the following under the assumption $\Delta x = \Delta y = h$,

$$\frac{1}{6h^2} \begin{pmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \\ 1 & 4 & 1 \end{pmatrix} : U = \frac{1}{12} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 8 & 1 \\ 0 & 1 & 0 \end{pmatrix} : F.$$

Both schemes (6.2) and (6.3) are fourth order accurate and they have the same stencil in the left hand side. As to which scheme produces smaller errors, it seems to be problem dependent, see Figure 6.13. Figure 6.13 shows the errors of two schemes (6.2) and (6.3) using uniform grids with $\Delta x = \frac{2}{3} \Delta y$ for solving the Poisson equation $u_{xx} + u_{yy} = f$ on a rectangle $[0, 1] \times [0, 2]$ with Dirichlet boundary conditions. For solution 1, we have $u(x, y) = \sin(\pi x) \sin(\pi y) + 2x$, for solution 2, we have $u(x, y) = \sin(\pi x) \sin(\pi y) + 4x^4y^4$.

![Error comparison graphs](image)

(a) Solution 1.  
(b) Solution 2.

Figure 6.13. Error comparison.

### 6.10 Appendix B: $M$-matrices And A Discrete Maximum Principle

Consider solving the heat equation $u_t = u_{xx} + u_{yy}$ with a periodic boundary condition. It is well known that a discrete maximum principle is satisfied under certain time step constraints if the spatial discretization is the nine-point discrete Laplacian or the compact
scheme (6.1) with backward Euler and Crank-Nicolson time discretizations. For simplicity, we only consider the compact scheme (6.1) and the discussion for the nine-point discrete Laplacian is similar. Assume $\Delta x = \Delta y = h$. For backward Euler, the scheme can be written as

$$
\frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \end{pmatrix} : (U^{n+1} - U^n) = \frac{\Delta t}{6h^2} \begin{pmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \end{pmatrix} : U^{n+1},
$$

thus

$$
\frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \end{pmatrix} : U^{n+1} - \frac{\Delta t}{6h^2} \begin{pmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \end{pmatrix} : U^{n+1} = \frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \end{pmatrix} : U^n.
$$

Let $A$ and $B$ denote the matrices corresponding to the operator in the left hand side and right hand side above respectively, then the scheme can be written as

$$
Au^{n+1} = Bu^n,
$$

and $A$ is a $M$-Matrix (diagonally dominant, positive diagonal entries and non-positive off diagonal entries) under the following constraint which allows very large time steps:

$$
\frac{\Delta t}{h^2} \geq \frac{5}{48}.
$$

The inverses of $M$-Matrices have non-negative entries, e.g., see [107]. Thus $A^{-1}$ has non-negative entries. Moreover, it is straightforward to check that $Ae = e$ where $e = \left(1 \ 1 \ \cdots \ 1\right)^T$. Thus $A^{-1}e = e$, which implies the sum of each row of $A^{-1}$ is 1 thus each row of $A^{-1}$ multiplying any vector $V$ is a convex combination of entries of $V$. It is also obvious that each entry of $B$ is non-negative and the sum of each row of $B$ is 1. Therefore, $u^{n+1} = A^{-1}Bu^n$ satisfies a discrete maximum principle:

$$
\min_{i,j} u^n_{i,j} \leq u^{n+1}_{i,j} \leq \max_{i,j} u^n_{i,j}.
$$
For the second order accurate Crank-Nicolson time discretization, the scheme can be written as

\[
\frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \\ 1 & 10 & 1 \end{pmatrix} : \left( U^{n+1} - U^n \right) = \frac{\Delta t}{6h^2} \begin{pmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \\ 1 & 4 & 1 \end{pmatrix} : \frac{U^{n+1} + U^n}{2},
\]

thus

\[
\begin{pmatrix} \frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \\ 1 & 10 & 1 \end{pmatrix} - \frac{\Delta t}{12h^2} \begin{pmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \\ 1 & 4 & 1 \end{pmatrix} \\ \frac{1}{144} \begin{pmatrix} 1 & 10 & 1 \\ 10 & 100 & 10 \\ 1 & 10 & 1 \end{pmatrix} + \frac{\Delta t}{12h^2} \begin{pmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \\ 1 & 4 & 1 \end{pmatrix} \end{pmatrix} : U^{n+1} = U^n.
\]

Let the matrix-vector form of the scheme above be \( Au^{n+1} = Bu^n \). Then for \( A \) to be an \( M \)-Matrix, we only need \( \frac{\Delta t}{h^2} \geq \frac{5}{24} \). However, for \( B \) to have non-negative entries, we need \( \frac{\Delta t}{h^2} \leq \frac{5}{12} \). Thus the Crank-Nicolson method can ensure a discrete maximum principle if the time step satisfies,

\[
\frac{5}{24} h^2 \leq \Delta t \leq \frac{5}{12} h^2.
\]

6.11 Appendix C: Fast Poisson Solvers

6.11.1 Dirichlet boundary conditions

Consider solving the Poisson equation \( u_{xx} + u_{yy} = f(x, y) \) on a rectangular domain \([0, L_x] \times [0, L_y]\) with homogeneous Dirichlet boundary conditions. Assume we use the grid \( x_i = i \Delta x, i = 0, \cdots, N_x + 1 \) with uniform spacing \( \Delta x = \frac{L_x}{N_x + 1} \) for the \( x \)-variable and \( y_j = j \Delta y, j = 0, \cdots, N_y + 1 \) with uniform spacing \( \Delta y = \frac{L_y}{N_y + 1} \) for \( y \)-variable. Let \( u \) be a \( N_x \times N_y \) matrix such that its \((i, j)\) entry \( u_{i,j} \) is the numerical solution at interior grid points \((x_i, y_j)\). Let \( F \) be a \((N_x + 2) \times (N_y + 2)\) matrix with entries \( f(x_i, y_j) \) for \( i = 0, \cdots, N_x + 1 \) and \( j = 0, \cdots, N_y + 1 \).
To obtain the matrix representation of the operator in (6.2) and (6.3), we consider two operators:

- Kronecker product of two matrices: if \( A \) is \( m \times n \) and \( B \) is \( p \times q \), then \( A \otimes B \) is \( mp \times nq \) given by

\[
A \otimes B = \begin{pmatrix}
a_{11}B & \cdots & a_{1n}B \\
\vdots & \ddots & \vdots \\
a_{m1}B & \cdots & a_{mn}B
\end{pmatrix}.
\]

- For a \( m \times n \) matrix \( X \), \( \text{vec}(X) \) denotes a column vector of size \( mn \) made of the columns of \( X \) stacked atop one another from left to right.

The following properties will be used:

1. \( (A \otimes B)(C \otimes D) = AC \otimes BD \).
2. \( (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} \).
3. \( (B^T \otimes A) \text{vec}(X) = \text{vec}(AXB) \).

We define two tridiagonal square matrices of size \( N_x \times N_x \):

\[
D_{xx} = \begin{pmatrix}
-2 & 1 & & & \\
1 & -2 & 1 & & \\
& 1 & -2 & 1 & \\
& & \ddots & \ddots & \ddots \\
& & & 1 & -2 \\
& & & 1 & -2
\end{pmatrix},
W_{2x} = \frac{1}{12} \begin{pmatrix}
10 & 1 & & & \\
1 & 10 & 1 & & \\
& 1 & 10 & 1 & \\
& & \ddots & \ddots & \ddots \\
& & & 1 & 10 \\
& & & & 1
\end{pmatrix}.
\]

Let \( \overline{W}_{2x} \) denote a \( N_x \times (N_x + 2) \) tridiagonal matrix of the following form:

\[
\overline{W}_{2x} = \frac{1}{12} \begin{pmatrix}
1 & 10 & 1 & & \\
1 & 10 & 1 & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & \ddots & \ddots \\
& & & 1 & 10 \\
& & & & 1
\end{pmatrix}.
\]
The matrices $D_{yy}$, $W_{2y}$ and $\overline{W}_{2y}$ are similarly defined.

Then the scheme (6.2) can be written in a matrix-vector form:

$$
\frac{1}{\Delta x^2} D_{xx} u W_{y}^T + \frac{1}{\Delta y^2} W_{2x} u D_{yy}^T = W_{2x} F \overline{W}_{2y}^T,
$$

or equivalently,

$$
\left( W_{2y} \otimes \frac{1}{\Delta x^2} D_{xx} + \frac{1}{\Delta y^2} D_{yy} \otimes W_{2x} \right) \mathrm{vec}(u) = \left( \overline{W}_{2x} \otimes \overline{W}_{2y} \right) \mathrm{vec}(F). \quad (6.5)
$$

Let $h_x = [h_1, h_2, \cdots, h_{N_x}]^T$ with $h_i = \frac{i}{N_x+1}$, and $\sin(m \pi h_x)$ denote a column vector of size $N_x$ with its $i$-th entry being $\sin(m \pi h_i)$. Then $\sin(m \pi h_x)$ are the eigenvectors of $D_{xx}$ and $W_{2x}$ with the associated eigenvalues being $2 \cos(\frac{m \pi}{N_x+1}) - 2$ and $\frac{5}{6} + \frac{1}{6} \cos(\frac{m \pi}{N_x+1})$ respectively for $m = 1, \cdots, N_x$. Let

$$
S_x = [\sin(\pi h_x), \sin(2 \pi h_x), \cdots, \sin(N \pi h_x)]
$$

be the $N_x \times N_x$ eigenvector matrix, then $S_x$ is a symmetric matrix. Let $\Lambda_{1x}$ denote a diagonal matrix with diagonal entries $2 \cos(\frac{m \pi}{N_x+1}) - 2$ and $\Lambda_{2x}$ denote a diagonal matrix with diagonal entries $\frac{5}{6} + \frac{1}{6} \cos(\frac{m \pi}{N_x+1})$, then we have $D_{xx} = S_x \Lambda_{1x} S_x^{-1}$ and $W_{2x} = S_x \Lambda_{2x} S_x^{-1}$, thus

$$
W_{2y} \otimes D_{xx} = (S_y \Lambda_{2y} S_y^{-1}) \otimes (S_x \Lambda_{1x} S_x^{-1}) = (S_y \otimes S_x) (\Lambda_{2y} \otimes \Lambda_{1x}) (S_y^{-1} \otimes S_x^{-1}).
$$

The scheme can be written as

$$
(S_y \otimes S_x) \left( \frac{1}{\Delta x^2} \Lambda_{2y} \otimes \Lambda_{1x} + \frac{1}{\Delta y^2} \Lambda_{1y} \otimes \Lambda_{2x} \right) (S_y^{-1} \otimes S_x^{-1}) \mathrm{vec}(u) = \left( \overline{W}_{2y} \otimes \overline{W}_{2x} \right) \mathrm{vec}(F).
$$

Let $\Lambda$ be a $N_x \times N_y$ matrix with $\Lambda_{i,j}$ being equal to

$$
\frac{1}{3 \Delta x^2} \left( \cos(\frac{i \pi}{N_x + 1}) - 1 \right) \left( \cos(\frac{m \pi}{N_y + 1}) + 5 \right) + \frac{1}{3 \Delta y^2} \left( \cos(\frac{m \pi}{N_x + 1}) + 5 \right) \left( \cos(\frac{j \pi}{N_y + 1}) - 1 \right),
$$
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then vec(Λ) are precisely the diagonal entries of the diagonal matrix \( \frac{1}{\Delta x^2} \Lambda_{2y} \otimes \Lambda_{1x} + \frac{1}{\Delta y^2} \Lambda_{1y} \otimes \Lambda_{2x} \), then the scheme above is equivalent to

\[
S_x(\Lambda \circ (S_x^{-1}u S_y^{-1})) S_y = \bar{W}_{2x} F \bar{W}_{2y}^T,
\]

where the symmetry of \( S \) matrices is used. The solution is given by

\[
u = S_x \{ [S_x^{-1}(\bar{W}_{2x} F \bar{W}_{2y}^T S_y^{-1})]/\Lambda \} S_y,
\] (6.6)

where ./ denotes the entrywise division for two matrices of the same size.

Since the multiplication of the matrices \( S \) and \( S^{-1} \) can be implemented by the Discrete Sine Transform, (6.6) gives a fast Poisson solver.

For nonhomogeneous Dirichlet boundary conditions, the fourth order accurate compact finite difference scheme can also be written in the form of (6.5):

\[
\left( W_{2y} \otimes \frac{1}{\Delta x^2} D_{xx} + \frac{1}{\Delta y^2} D_{yy} \otimes W_{2x} \right) \text{vec}(u) = \text{vec}(\bar{F}),
\] (6.7)

where \( \bar{F} \) consists of both \( F \) and the Dirichlet boundary conditions. Thus the scheme can still be efficiently implemented by the Discrete Sine Transform.

### 6.11.2 Periodic boundary conditions

For periodic boundary conditions on a rectangular domain, we should consider the uniform grid \( x_i = i \Delta x, i = 1, \ldots, N_x \) with \( \Delta x = \frac{L_x}{N_x} \) and \( y_j = j \Delta y, j = 1, \ldots, N_y \) with uniform spacing \( \Delta y = \frac{L_y}{N_y} \), then the fourth order accurate compact finite difference scheme can still
be written in the form of (6.5) with the $D_{xx}, D_{yy}, W_{2x}$ and $W_{2y}$ matrices being redefined as circulant matrices:

$$D_{xx} = \begin{pmatrix} -2 & 1 & 1 \\ 1 & -2 & 1 \\ & \ddots & \ddots \\ 1 & 1 & -2 \end{pmatrix}, \quad W_{2x} = \frac{1}{12} \begin{pmatrix} 10 & 1 & 1 \\ 1 & 10 & 1 \\ & \ddots & \ddots \\ 1 & 1 & 10 \end{pmatrix}. $$

The Discrete Fourier Matrix is the eigenvector matrix for any circulant matrices, and the corresponding eigenvalues are for $D_{xx}$ and $W_{2x}$ are $2\cos\left(\frac{m\pi}{N_x}\right) - 2$ and $\frac{1}{6}\cos\left(\frac{m\pi}{N_x}\right) + \frac{5}{6}$ for $m = 0, 1, 2, \cdots, N_x - 1$. The matrix $W_{2y} \otimes \frac{1}{\Delta x^2} D_{xx} + \frac{1}{\Delta y^2} D_{yy} \otimes W_{2x}$ is singular because its first eigenvalue $\Lambda_{1,1}$ is zero. Nonetheless, the scheme can still be implemented by solving (6.6) with Fast Fourier Transform. For the zero eigenvalue, we can simply reset the division by eigenvalue zero to zero. Since the eigenvector for eigenvalue zero is $e = \begin{pmatrix} 1 & 1 & \cdots & 1 \end{pmatrix}^T$, and the columns of the Discrete Fourier Matrix are orthogonal to one another, resetting the division by eigenvalue zero to zero simply means that we obtain a numerical solution satisfying $\sum_i \sum_j u_{i,j} = 0$. And this is also the least square solution to the singular linear system.

6.11.3 Neumann boundary conditions

For Dirichlet and periodic boundary conditions, we can invert the matrix coefficient matrix in (6.5) using eigenvectors of much smaller matrices $W_{2x}$ and $D_{xx}$ due to the fact that $W_{2x} - \frac{1}{12} D_{xx}$ is the identity matrix $Id$. Here we discuss how to achieve a fourth order accurate boundary approximation for Neumann boundary conditions by keeping $W_{2x} - \frac{1}{12} D_{xx} =$
**Id.** We first consider a one-dimensional problem with homogeneous Neumann boundary conditions:

\[ u(x) = f(x), x \in [0, L_x], \]
\[ u(0) = u(L_x) = 0. \]

Assume we use the uniform grid \( x_i = i\Delta x, \ i = 0, \cdots, N_x + 1 \) with \( \Delta x = \frac{L_x}{N_x + 1} \). The two boundary point values \( u_0 \) and \( u_{N_x+1} \) can be expressed in terms of interior point values through boundary conditions. For approximating the boundary conditions, we can apply the fourth order one-sided difference at \( x = 0 \):

\[
u(0) \approx -\frac{25}{12\Delta x}u(0) + \frac{48}{12\Delta x}u(\Delta x) - \frac{36}{12\Delta x}u(2\Delta x) + \frac{16}{12\Delta x}u(3\Delta x) - \frac{3}{12\Delta x}u(4\Delta x)
\]

which implies the finite difference approximation:

\[
u_0 = \frac{48u_1 - 36u_2 + 16u_3 - 3u_4}{25}.
\]

Define two column vectors:

\[ \mathbf{u} = [u_1, u_2, \cdots, u_{N_x}]^T, \quad \mathbf{f} = [f(x_0), f(x_1), \cdots, f(x_{N_x}), f(x_{N_x+1})]^T, \]

then a fourth order accurate compact finite difference scheme can be written as

\[
\frac{1}{\Delta x^2} \mathbf{D}_{xx} I_x \mathbf{u} = \mathbf{W}_{2x} \mathbf{f},
\]
where $W_{2x}$ is the same as in (6.4), and $D_{xx}$ is a matrix of size $N_x \times (N_x + 2)$ and $I_x$ is a matrix of size $(N_x + 2) \times N_x$:

$$D_{xx} = \begin{pmatrix} 1 & -2 & 1 \\ 1 & -2 & 1 \\ \vdots & \vdots & \vdots \\ 1 & -2 & 1 \end{pmatrix}, I_x = \begin{pmatrix} 1 \\ \vdots \\ \vdots \\ 1 \end{pmatrix}.$$ 

Now consider solving the Poisson equation $u_{xx} + u_{yy} = f(x, y)$ on a rectangular domain $[0, L_x] \times [0, L_y]$ with homogeneous Neumann boundary conditions. Assume we use the grid $x_i = i\Delta x, i = 0, \cdots, N_x + 1$ with $\Delta x = \frac{L_x}{N_x+1}$ and $y_j = j\Delta y, j = 0, \cdots, N_y + 1$ with uniform spacing $\Delta y = \frac{L_y}{N_y+1}$. Let $u$ be a $N_x \times N_y$ matrix such that $u_{i,j}$ is the numerical solution at $(x_i, y_j)$ and $F$ be a $(N_x + 2) \times (N_y + 2)$ matrix with entries $f(x_i, y_j)$ ($i = 0, \cdots, N_x + 1$, $j = 0, \cdots, N_y + 1$). Then a fourth order accurate compact finite difference scheme can be written as

$$\frac{1}{\Delta x^2} D_{xx} I_x u I_y^T W_{2y}^T + \frac{1}{\Delta y^2} W_{2y} I_x u I_y^T D_{yy}^T = W_{2x} F W_{2y}^T.$$ 

Let $D_{xx} = D_{xx} I_x$ and $W_{2x} = W_{2x} I_x$, then the scheme can be written as (6.5).

Notice that $W_{2x} - \frac{1}{12} D_{xx} = (W_{2x} - \frac{1}{12} D_{xx}) I_x$ is still the identity matrix thus $W_{2x}$ and $D_{xx}$ still have the same eigenvectors. Let $S$ be the eigenvector matrix and $\Lambda_1$ and $\Lambda_2$ be diagonal matrices with eigenvalues, then the scheme can still be implemented as (6.6). The eigenvectors $S$ and the eigenvalues can be obtained by computing eigenvalue problems for two small matrices $D_{xx}$ of size $N_x \times N_x$ and $D_{yy}$ of size $N_y \times N_y$. If such a Poisson problem needs to be solved in each time step in a time-dependent problem such as the incompressible flow equations, then this is an efficient Poisson solver because $S$ and $\Lambda$ can be computed before time evolution without considering eigenvalue problems for any matrix of size $N_x N_y \times N_x N_y$.

For nonhomogeneous Neumann boundary conditions, the point values of $u$ along the boundary should be expressed in terms of interior ones as follows:
1. First obtain the point values except the two cell ends (i.e., corner points of the rectangular domain) for each of the four boundary line segments. For instance, if the left boundary condition is $\frac{\partial u}{\partial x}(0,y) = g(y)$, then we obtain

$$u_{0,j} = \frac{48u_{1,j} - 36u_{2,j} + 16u_{3,j} - 3u_{4,j} + 12\Delta x g(y_j)}{25}, \quad j = 1, \ldots, N_y.$$ 

2. Second, obtain the approximation at four corners using the point values along the boundary. For instance, if the bottom boundary condition is $\frac{\partial u}{\partial y}(x,0) = h(x)$, then

$$u_{0,0} = \frac{48u_{1,0} - 36u_{2,0} + 16u_{3,0} - 3u_{4,0} + 12\Delta y h(0)}{25}$$

The scheme can still be written as (6.7) with $\tilde{F}$ consisting of $F$ and the nonhomogeneous boundary conditions. Notice that the matrix in (6.7) is singular thus we need to reset the division by eigenvalue zero to zero, which however no longer means that the obtained solution satisfies $\sum_i \sum_j u_{i,j} = 0$ since the eigenvectors are not necessarily orthogonal to one another. See Figure 6.14 for the accuracy test of the fourth order compact finite difference scheme using uniform grids with $\Delta x = \frac{3}{2}\Delta y$ for solving the Poisson equation $u_{xx} + u_{yy} = f$ on a rectangle $[0, 1] \times [0, 2]$ with nonhomogeneous Neumann boundary conditions. The exact solution is $u(x, y) = \cos(\pi x) \cos(3\pi y) + \sin(\pi y) + x^4$. Since the solutions to Neumann boundary conditions are unique up to any constant, when computing errors, we need to add a constant $\frac{1}{N_x} \frac{1}{N_y} \sum_{i,j} [u(x_i, y_j) - u_{i,j}]$ to each entry of $u$. 
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(a) Convergence rate.

(b) The contour of the solution.

**Figure 6.14.** Accuracy test for Neumann boundary condition.
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