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1. Introduction.13

1.1. Motivations. Consider solving a variable coefficient Poisson equation14

(1.1) −∇ · (a∇u) = f, a(x, y) > 015

with homogeneous Dirichlet boundary conditions on a rectangular domain Ω. As-16

sume that the coefficient a(x, y) and the solution u(x, y) are sufficiently smooth. Let17

‖u‖k,p,Ω be the norm of Sobolev space W k,p(Ω). For p = 2, let Hk(Ω) = W k,2(Ω) and18

‖ · ‖k,Ω = ‖ · ‖k,2,Ω. The subindex Ω will be omitted when there is no confusion, e.g.,19

‖u‖0 denotes the L2(Ω)-norm and ‖u‖1 denotes the H1(Ω)-norm. The variational20

form is to find u ∈ H1
0 (Ω) = {v ∈ H1(Ω) : v|∂Ω = 0} satisfying21

(1.2) A(u, v) = (f, v), ∀v ∈ H1
0 (Ω),22

where A(u, v) =
∫∫

Ω
a∇u ·∇vdxdy, (f, v) =

∫∫
Ω
fvdxdy. Consider a rectangular mesh23

with mesh size h. Let V h
0 ⊆ H1

0 (Ω) be the continuous finite element space consisting24

of piecewise Qk polynomials (i.e., tensor product of piecewise polynomials of degree25

k), then the C0-Qk finite element solution of (1.2) is defined as uh ∈ V h
0 satisfying26

(1.3) A(uh, vh) = (f, vh), ∀vh ∈ V h
0 .27

For implementing finite element method (1.3), either some quadrature is used or28

the coefficient a(x, y) is approximated by polynomials for computing
∫∫

Ω
auhvh dxdy.29

In this paper, we consider the implementation to approximate the smooth coefficient30

a(x, y) by its Qk Lagrangian interpolation polynomial in each cell. For instance,31

consider Q2 element in two dimensions, tensor product of 3-point Lobatto quadrature32

form nine uniform points on each cell, see Figure 1. By point values of a(x, y) at33

these nine points, we can obtain a Q2 Lagrange interpolation polynomial on each cell.34

Let aI(x, y) and fI(x, y) denote the piecewise Qk interpolation of a(x, y) and f(x, y)35

respectively. For a smooth functions a ≥ C > 0, the interpolation error on each cell e36

is maxx∈e |aI(x)− a(x)| = O(hk+1) thus aI > 0 if h is small enough. So if assuming37
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2 H. LI AND X. ZHANG

the mesh is fine enough so that aI(x, y) ≥ C > 0, we consider the following scheme38

using the approximated coefficients aI(x, y): find ũh ∈ V h
0 satisfying39

(1.4) AI(ũh, vh) :=

∫∫
Ω

aI∇ũ · ∇vdxdy = 〈f, vh〉h, ∀vh ∈ V h
0 ,40

where 〈f, vh〉h denotes using tensor product of (k+1)-point Gauss Lobatto quadrature41

for the integral (f, vh). One can also simplify the computation of the right hand side42

by using fI(x, y), so we also consider the scheme to find ũh satisfying43

(1.5) AI(ũh, vh) = (fI , vh), ∀vh ∈ V h
0 .44

(a) A nx × ny finite difference grid (b) The corresponding (nx − 1)/2 ×
(ny − 1)/2 mesh Ωh for Q2 element

Fig. 1. An illustration of meshes.

The schemes (1.4) and (1.5) correspond to the equation45

(1.6) −∇ · (aI(x, y)∇ũ(x, y)) = f(x, y).46

At first glance, one might expect (k + 1)-th order accuracy for a numerical method47

applying to (1.6) due to the interpolation error a(x, y) − aI(x, y) = O(hk+1). But48

as we will show in Section 4.1, the difference between exact solutions u and ũ to49

the two elliptic equations (1.1) and (1.6) is O(hk+2) in L2(Ω)-norm under suitable50

assumptions. The main focus of this paper is to show (1.4) and (1.5) are (k + 2)-51

th order accurate finite difference type schemes via the superconvergence of finite52

element method. Such a result is very interesting from the perspective that a fourth53

order accurate scheme can be constructed even if the coefficients in the equation are54

approximated by quadratic polynomials, which does not seem to be considered before55

in the literature.56

Since only grid point values of a(x, y) and f(x, y) are needed in scheme (1.4) or57

(1.5), they can be regarded as finite difference type schemes. Consider a uniform58

nx × ny grid for a rectangle Ω with grid points (xi, yj) and grid spacing h, where nx59

and ny are both odd numbers as shown in Figure 1(a). Then there is a mesh Ωh of60

(nx − 1)/2× (ny − 1)/2 Q2 elements so that Gauss-Lobatto points for all cells in Ωh61

are exactly the finite difference grid points. By using the scheme (1.4) or (1.5) on the62

finite element mesh Ωh shown in Figure 1(b), we obtain a fourth order finite difference63

scheme in the sense that ũh is fourth order accurate in the discrete 2-norm at all grid64

points.65

In practice the most convenient implementation is to use tensor product of (k+1)-66

point Gauss Lobatto quadrature for integrals in (1.2), since the standard L2(Ω) and67
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SUPERCONVERGENCE OF APPROXIMATED COEFFICIENTS 3

H1(Ω) error estimates still hold [10, 8] and the Lagrangian Qk basis are delta functions68

at these quadrature points. Such a quadrature scheme can be denoted as finding69

uh ∈ V h
0 satisfying70

(1.7) Ah(uh, vh) = 〈f, vh〉h, ∀vh ∈ V h
0 ,71

where Ah(uh, vh) and 〈f, vh〉h denote using tensor product of (k + 1)-point Gauss72

Lobatto quadrature for integrals A(uh, vh) and (f, vh) respectively. Numerical tests73

suggest that the approximated coefficient scheme (1.5) is more accurate and robust74

than the quadrature scheme (1.7) in some cases.75

1.2. Superconvergence of C0-Qk finite element method. Standard error76

estimates of (1.3) are ‖u− uh‖1 ≤ Chk‖u‖k+1 and ‖u− uh‖0 ≤ Chk+1‖u‖k+1 [8]. At77

certain quadrature or symmetry points the finite element solution or its derivatives78

have higher order accuracy, which is called superconvergence. Douglas and Dupont79

first proved that continuous finite element method using piecewise polynomial of de-80

gree k has O(h2k) convergence at the knots in an one dimensional mesh [11, 12]. In81

[12], O(h2k) was proven to be the best possible convergence rate. For k ≥ 2, O(hk+1)82

for the derivatives at Gauss quadrature points and O(hk+2) for functions values at83

Gauss-Lobatto quadrature points were proven in [17, 4, 2].84

For two dimensional cases, it was first showed in [13] that the (k + 2)-th order85

superconvergence for k ≥ 2 at vertices of all rectangular cells in a two dimensional86

rectangular mesh. Namely, the convergence rate at the knots is as least one order87

higher than the rate globally. Later on, the 2k-th order (for k ≥ 2) convergence rate88

at the knots was proven for Qk elements solving −∆u = f , see [7, 15].89

For the multi-dimensional variable coefficient case, when discussing the supercon-90

vergence of derivatives, it can be reduced to the Laplacian case. Superconvergence91

of tensor product elements for the Laplacian case can be established by extending92

one-dimensional results [13, 22]. See also [16] for the superconvergence of the gradi-93

ent. The superconvergence of function values in rectangular elements for the variable94

coefficient case were studied in [6] by Chen with M-type projection polynomials and in95

[19] by Lin and Yan with the point-line-plane interpolation polynomials. In particu-96

lar, let Z0 denote the set of tensor product of (k+1)-point Gauss-Lobatto quadrature97

points for all rectangular cells, then the following superconvergence of function values98

for Qk elements was shown in [6]:99 h2
∑

(x,y)∈Z0

|u(x, y)− uh(x, y)|2
1/2

≤ Chk+2‖u‖k+2, k ≥ 2,(1.8)100

max
(x,y)∈Z0

|u(x, y)− uh(x, y)| ≤ Chk+2| lnh|‖u‖k+2,∞,Ω, k ≥ 2.(1.9)101

In general superconvergence of (1.3) has been well studied in the literature. Many102

superconvergence results are established for interior points away from the boundary103

for various domains. Our major motivation to study superconvergence is to use it for104

constructing a finite difference scheme, thus we only consider a rectangular domain105

for which all Lobatto points can form a finite difference grid.106

We are interested in superconvergence of function values for Qk element when the107

computation of integrals is simplified. For one-dimensional problems, it was proven108

in [12] that O(h2k) at knots still holds if (k + 1)-point Gauss-Lobatto quadrature109

is used for P 2 element. Superconvergence of the gradient for using quadrature was110
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4 H. LI AND X. ZHANG

studied in [17]. For multidimensional problems, even though it is possible to show111

(1.8) holds for (1.3) with accurate enough quadrature, it is nontrivial to extend the112

superconvergence proof to (1.7) with only (k + 1)-point Gauss Lobatto quadrature.113

Superconvergence analysis of the scheme (1.7) is much more complicated thus will be114

discussed in another paper [18].115

1.3. Contributions of the paper. The objective and main motivation of this116

paper is to construct a fourth order accurate finite difference type scheme based on the117

superconvergence of C0-Q2 finite element method using Q2 polynomial coefficients in118

elliptic equations and demonstrate the accuracy. The main result can be easily gen-119

eralized to higher order cases thus we keep the discussion general to Qk (k ≥ 2) and120

prove its (k + 2)-th order superconvergence of function values when using PDE coef-121

ficients are replaced by their Qk interpolants: (1.8) still holds for both schemes (1.4)122

and (1.5). Moreover, (1.4) and (1.5) have all finite element method advantages such123

as the symmetry of the stiffness matrix, which is desired in applications. The scheme124

(1.4) or (1.5) is also an efficient implementation of C0-Qk finite element method since125

only Qk coefficients are needed to retain the (k + 2)-th order accuracy of function126

values at the Lobatto points.127

The paper is organized as follows. In Section 2, we introduce the notations and128

review standard interpolation and quadrature estimates. In Section 3, we review129

the tools to establish superconvergence of function values in C0-Qk finite element130

method (1.3) with a complete proof. In Section 4, we prove the main result on the131

superconvergence of (1.4) and (1.5) in two dimensions with extensions to a general132

elliptic equation. All discussion in this paper can be easily extended to the three133

dimensional case. Numerical results are given in Section 5. Section 6 consists of134

concluding remarks.135

2. Notations and preliminaries.136

2.1. Notations. In addition to the notations mentioned in the introduction, the137

following notations will be used in the rest of the paper:138

• n denotes the dimension of the problem. Even though we discuss everything139

explicitly for n = 2, all key discussions can be easily extended to n = 3. The140

main purpose of keeping n is for readers to see independence/cancellation of141

the dimension n in the proof of some important estimates.142

• We only consider a rectangular domain Ω with its boundary ∂Ω.143

• Ωh denotes a rectangular mesh with mesh size h. Only for convenience, we144

assume Ωh is an uniform mesh and e = [xe−h, xe+h]× [ye−h, ye+h] denotes145

any cell in Ωh with cell center (xe, ye). The assumption of an uniform146

mesh is not essential to the proof.147

• Qk(e) =

{
p(x, y) =

k∑
i=0

k∑
j=0

pijx
iyj , (x, y) ∈ e

}
is the set of tensor product of148

polynomials of degree k on a cell e.149

• V h = {p(x, y) ∈ C0(Ωh) : p|e ∈ Qk(e), ∀e ∈ Ωh} denotes the continuous150

piecewise Qk finite element space on Ωh.151

• V h
0 = {vh ∈ V h : vh = 0 on ∂Ω}.152

• The norm and seminorms for W k,p(Ω) and 1 ≤ p < +∞, with standard
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SUPERCONVERGENCE OF APPROXIMATED COEFFICIENTS 5

modification for p = +∞:

‖u‖k,p,Ω =

 ∑
i+j≤k

∫∫
Ω

|∂ix∂jyu(x, y)|pdxdy

1/p

,

|u|k,p,Ω =

 ∑
i+j=k

∫∫
Ω

|∂ix∂jyu(x, y)|pdxdy

1/p

,

[u]k,p,Ω =

(∫∫
Ω

|∂kxu(x, y)|pdxdy +

∫∫
Ω

|∂kyu(x, y)|pdxdy
)1/p

.

Notice that [u]k+1,p,Ω = 0 if u is a Qk polynomial.153

• ‖u‖k,Ω, |u|k,Ω and [u]k,Ω denote norm and seminorms for Hk(Ω) = W k,2(Ω).154

• When there is no confusion, Ω may be dropped in the norm and seminorms.155

• For any vh ∈ Vh, 1 ≤ p < +∞ and k ≥ 1,

‖vh‖k,p,Ω :=

[∑
e

‖vh‖pk,p,e

] 1
p

, |vh|k,p,Ω :=

[∑
e

|vh|pk,p,e

] 1
p

.

• Let Z0,e denote the set of (k + 1)× (k + 1) Gauss-Lobatto points on a cell e.156

• Z0 =
⋃

e Z0,e denotes all Gauss-Lobatto points in the mesh Ωh.157

• Let ‖u‖2,Z0 and ‖u‖∞,Z0 denote the discrete 2-norm and the maximum norm158

over Z0 respectively:159

‖u‖2,Z0
=

h2
∑

(x,y)∈Z0

|u(x, y)|2
 1

2

, ‖u‖∞,Z0
= max

(x,y)∈Z0

|u(x, y)|.160

• For a smooth function a(x, y), let aI(x, y) denote its piecewise Qk Lagrange161

interpolant at Z0,e on each cell e, i.e., aI ∈ V h satisfies:162

a(x, y) = aI(x, y), ∀(x, y) ∈ Z0.163

• P k(t) denotes the polynomial of degree k of variable t.164

• (f, v) denotes the inner product in L2(Ω):165

(f, v) =

∫∫
Ω

fv dxdy.166

• 〈f, v〉h denotes the approximation to (f, v) by using (k + 1) × (k + 1)-point167

Gauss Lobatto quadrature for integration over each cell e.168

The following are commonly used tools and facts:169

• K̂ = [−1, 1]× [−1, 1] denotes a reference cell.170

• For v(x, y) defined on e, consider v̂(s, t) = v(sh+ xe, th+ ye) defined on K̂.171

• For n-dimensional problems, the following scaling argument will be used:172

(2.1) hk−n/p|v|k,p,e = |v̂|k,p,K̂ , hk−n/p[v]k,p,e = [v̂]k,p,K̂ , 1 ≤ p ≤ ∞.173

• Sobolev’s embedding in two and three dimensions: H2(K̂) ↪→ C0(K̂).174
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6 H. LI AND X. ZHANG

• The embedding implies

‖f̂‖0,∞,K̂ ≤ C‖f̂‖k,2,K̂ ,∀f̂ ∈ H
k(K̂), k ≥ 2,

‖f̂‖1,∞,K̂ ≤ C‖f̂‖k+1,2,K̂ ,∀f̂ ∈ H
k+1(K̂), k ≥ 2.

• Cauchy Schwarz inequalities:175

∑
e

‖u‖k,e‖v‖k,e ≤

(∑
e

‖u‖2k,e

) 1
2
(∑

e

‖v‖2k,e

) 1
2

, ‖u‖k,1,e = O(h
n
2 )‖u‖k,2,e.176

• Poincaré inequality: let
¯̂
f be the average of f̂ ∈ H1(K̂) on K̂, then177

|f̂ − ¯̂
f |0,p,K̂ ≤ C|∇f̂ |0,p,K̂ , p ≥ 1.178

• For k ≥ 2, the (k + 1) × (k + 1) Gauss-Lobatto quadrature is exact for179

integration of polynomials of degree 2k − 1 ≥ k + 1 on K̂.180

• Any polynomial in Qk(K̂) can be uniquely represented by its point values at181

(k + 1) × (k + 1) Gauss Lobatto points on K̂, and it is straightforward to182

verify that the discrete 2-norm ‖p‖2,Z0 and L2(Ω)-norm ‖p‖0,Ω are equivalent183

for a piecewise Qk polynomial p ∈ V h.184

• Define the projection operator Π̂1 : û ∈ L1(K̂)→ Π̂1û ∈ Q1(K̂) by185

(2.2)

∫∫
K̂

(Π̂1û)wdxdy =

∫∫
K̂

ûwdxdy,∀w ∈ Q1(K̂).186

Notice that Π̂1 is a continuous linear mapping from L2(K̂) to H1(K̂) (or187

H2(K̂)) since all degree of freedoms of Π̂1û can be represented as a linear188

combination of
∫∫

K̂
û(s, t)p(s, t)dsdt for p(s, t) = 1, s, t, st and by Cauchy189

Schwarz inequality |
∫∫

K̂
û(s, t)p(s, t)dsdt| ≤ ‖û‖0,2,K̂‖p̂‖0,2,K̂ ≤ C‖û‖0,2,K̂ .190

2.2. The Bramble-Hilbert Lemma. By the abstract Bramble-Hilbert Lemma191

in [3], with the result ‖v‖m,p,Ω ≤ C(|v|0,p,Ω + [v]m,p,Ω) for any v ∈ Wm,p(Ω) [21, 1],192

the Bramble-Hilbert Lemma for Qk polynomials can be stated as (see Exercise 3.1.1193

and Theorem 4.1.3 in [9]):194

Theorem 2.1. If a continuous linear mapping Π : Hk+1(K̂) → Hk+1(K̂) satis-195

fies Πv = v for any v ∈ Qk(K̂), then196

(2.3) ‖u−Πu‖k+1,K̂ ≤ C[u]k+1,K̂ , ∀u ∈ Hk+1(K̂).197

Thus if l(·) is a continuous linear form on the space Hk+1(K̂) satisfying l(v) = 0,∀v ∈198

Qk(K̂), then199

|l(u)| ≤ C‖l‖′
k+1,K̂

[u]k+1,K̂ , ∀u ∈ Hk+1(K̂),200

where ‖l‖′
k+1,K̂

is the norm in the dual space of Hk+1(K̂).201

2.3. Interpolation and quadrature errors. For Qk element (k ≥ 2), consider202

(k + 1) × (k + 1) Gauss-Lobatto quadrature, which is exact for integration of Q2k−1203

polynomials.204

It is straightforward to establish the interpolation error:205

Theorem 2.2. For a smooth function a, |a− aI |0,∞,Ω = O(hk+1)|a|k+1,∞,Ω.206

This manuscript is for review purposes only.



SUPERCONVERGENCE OF APPROXIMATED COEFFICIENTS 7

Let sj , tj and wj (j = 1, · · · , k + 1) be the Gauss-Lobatto quadrature points and207

weight for the interval [−1, 1]. Notice f̂ coincides with its Qk interpolant f̂I at the208

quadrature points and the quadrature is exact for integration of f̂I , the quadrature209

can be expressed on K̂ as210

k+1∑
i=1

k+1∑
j=1

f̂(si, tj)wiwj =

∫∫
K̂

f̂I(x, y)dxdy,211

thus the quadrature error is related to interpolation error:212 ∫∫
K̂

f̂(x, y)dxdy −
k+1∑
i=1

k+1∑
j=1

f̂(si, tj)wiwj =

∫∫
K̂

f̂(x, y)dxdy −
∫∫

K̂

f̂I(x, y)dxdy.213

We have the following estimates on the quadrature error:214

Theorem 2.3. For n = 2 and a sufficiently smooth function a(x, y), if k ≥ 2 and215

m is an integer satisfying k ≤ m ≤ 2k, we have216 ∫∫
e

a(x, y)dxdy −
∫∫

e

aI(x, y)dxdy = O(hm+ n
2 )[a]m,e = O(hm+n)[a]m,∞,e.217

Proof. Let E(a) denote the quadrature error for function a(x, y) on e. Let Ê(â)
denote the quadrature error for the function â(s, t) = a(sh + xe, th + ye) on the

reference cell K̂. Then for any f̂ ∈ Hm(K̂) (m ≥ k ≥ 2), since quadrature are
represented by point values, with the Sobolev’s embedding we have

|Ê(f̂)| ≤ C|f̂ |0,∞,K̂ ≤ C‖f̂‖m,2,K̂ .

Thus Ê(·) is a continuous linear form on Hm(K̂) and Ê(f̂) = 0 if f̂ ∈ Qm−1(K̂).218

With (2.1), the Bramble-Hilbert lemma implies219

|E(a)| = hn|Ê(â)| ≤ Chn[â]m,2,K̂ = O(hm+ n
2 )[a]m,2,e = O(hm+n)[a]m,∞,e.220

Theorem 2.4. If k ≥ 2, (f, vh)− 〈f, vh〉h = O(hk+2)‖f‖k+2‖vh‖2, ∀vh ∈ V h.221

Proof. This result is a special case of Theorem 5 in [10]. For completeness, we222

include a proof. Let Ê(·) denote the quadrature error term on the reference cell223

K̂. Consider the projection (2.2). Let Π1 denote the same projection on e. Since Π̂1224

leaves Q0(K̂) invariant, by the Bramble-Hilbert lemma on Π̂1, we get [v̂h−Π̂1v̂h]1,K̂ ≤225

‖v̂h− Π̂1v̂h‖1,K̂ ≤ C[v̂h]1,K̂ thus [Π̂1v̂h]1,K̂ ≤ [v̂h]1,K̂ + [v̂h− Π̂1v̂h]1,K̂ ≤ C[v̂h]1,K̂ . By226

setting w = Π̂1v̂h in (2.2), we get |Π̂1v̂h|0,K̂ ≤ |v̂h|0,K̂ . For k ≥ 2, repeat the proof of227

Theorem 2.3, we can get228

|Ê(f̂Π̂1v̂h)| ≤ C[f̂Π̂1v̂h]k+2,K̂ ≤ C([f̂ ]k+2,K̂ |Π̂1v̂h|0,∞,K̂ + [f̂ ]k+1,K̂ |Π̂1v̂h|1,∞,K̂),229

where the fact [Π̂1v̂h]l,∞,K̂ = 0 for l ≥ 2 is used. The equivalence of norms over230

Q1(K̂) implies231

|Ê(f̂Π̂1v̂h)| ≤ C([f̂ ]k+2,K̂ |Π̂1v̂h|0,K̂ + [f̂ ]k+1,K̂ |Π̂1v̂h|1,K̂)232

≤ C([f̂ ]k+2,K̂ |v̂h|0,K̂ + [f̂ ]k+1,K̂ |v̂h|1,K̂).233
234
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Next consider the linear form f̂ ∈ Hk(K̂)→ Ê(f̂(v̂h− Π̂1v̂h)). Due to the embedding235

Hk(K̂) ↪→ C0(K̂), it is continuous with operator norm ≤ C‖v̂h − Π̂1v̂h‖0,K̂ since236

|Ê(f̂(v̂h − Π̂1v̂h))| ≤ C|f̂(v̂h − Π̂1v̂h)|0,∞,K̂ ≤ C|f̂ |0,∞,K̂ |v̂h − Π̂1v̂h|0,∞,K̂237

≤ C‖f̂‖k,K̂‖v̂h − Π̂1v̂h‖0,K̂ .238
239

For any f̂ ∈ Qk−1(K̂), Ê(f̂ v̂h) = 0. By the Bramble-Hilbert lemma, we get

|Ê(f̂(v̂h − Π̂1v̂h))| ≤ C[f̂ ]k,K̂‖v̂h − Π̂1v̂h‖0,K̂ ≤ C[f̂ ]k,K̂ [v̂h]2,K̂ .

So on a cell e, with (2.1), we get

E(fvh) = hnÊ(f̂ v̂h) = Chk+2([f ]k+2,e|vh|0,e + [f ]k+1,e|vh|1,e + [f ]k,e[vh]2,e).

Summing over e and use Cauchy Schwarz inequality, we get the desired result.240

Theorem 2.5. For k ≥ 2, (f, vh)− (fI , vh) = O(hk+2)‖f‖k+2‖vh‖2, ∀vh ∈ V h.241

Proof. Repeat the proof of Theorem 2.4 for the function f − fI on a cell e, with
the fact [fI ]k+1,p,e = [fI ]k+2,p,e = 0, we get

E[(f − fI)vh] = Chk+2([f ]k+2,e|vh|0,e + [f ]k+1,e|vh|1,e + [f − fI ]k,e|vh|2,e).

By (2.3) on the Lagrange interpolation operator and the fact [f−fI ]k,e ≤ ‖f−fI‖k+1,e,242

we get [f − fI ]k,e ≤ Ch[f ]k+1,e. Notice that 〈f − fI , vh〉h = 0, with (2.1), we get243

(f, vh)− (fI , vh) = (f − fI , vh)− 〈f − fI , vh〉h = O(hk+2)‖f‖k+2‖vh‖2,∀vh ∈ V h.

244

3. The M-type Projection. To establish the superconvergence of C0-Qk finite245

element method for multi-dimensional variable coefficient equations, it is necessary to246

use a special polynomial projection of the exact solution, which has two equivalent247

definitions. One is the M-type projection used in [5, 6]. The other one is the point-248

line-plane interpolation used in [20, 19].249

For the sake of completeness, we review the relevant results regarding M-type pro-250

jection, which is a more convenient tool. Most results in this section were considered251

and established for more general rectangular elements in [6]. For simplicity, we use252

some simplified proof and arguments for Qk element in this section. We only discuss253

the two dimensional case and the extension to three dimensions is straightforward.254

3.1. One dimensional case. The L2-orthogonal Legendre polynomials on the255

reference interval K̂ = [−1, 1] are given as256

lk(t) =
1

2kk!

dk

dtk
(t2 − 1)k : l0(t) = 1, l1(t) = t, l2(t) =

1

2
(3t2 − 1), · · ·257

Define their antiderivatives as M-type polynomials:258

Mk+1(t) =
1

2kk!

dk−1

dtk−1
(t2−1)k : M0(t) = 1,M1(t) = t,M2(t) =

1

2
(t2−1),M3(t) =

1

2
(t3−t), · · ·259

which satisfy the following properties:260

• Mk(±1) = 0,∀k ≥ 2.261
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• If j − i 6= 0,±2, then Mi(t) ⊥Mj(t), i.e.,
∫ 1

−1
Mi(t)Mj(t)dt = 0.262

• Roots of Mk(t) are the k-point Gauss-Lobatto quadrature points for [−1, 1].263

Since Legendre polynomials form a complete orthogonal basis for L2([−1, 1]), for any264

f(t) ∈ H1([−1, 1]), its derivative f ′(t) can be expressed as Fourier-Legendre series265

f ′(t) =

∞∑
j=0

bj+1lj(t), bj+1 = (j +
1

2
)

∫ 1

−1

f ′(t)lj(t)dt.266

Define the M-type projection267

fk(t) =

k∑
j=0

bjMj(t),268

where b0 = f(1)+f(−1)
2 is determined by b1 = f(1)−f(−1)

2 to make fk(±1) = f(±1).269

Since the Fourier-Legendre series converges in L2, by Cauchy Schwarz inequality,270

lim
k→∞

fk(t)− f(t) = lim
k→∞

∫ t

−1

[f ′k(x)− f ′(x)] dx ≤ lim
k→∞

√
2‖f ′k(t)− f ′(t)‖L2([−1,1]) = 0.271

We get the M-type expansion of f(t): f(t) = lim
k→∞

fk(t) =
∞∑
j=0

bjMj(t). The remainder272

Rk(t) of M-type projection is273

R[f ]k(t) = f(t)− fk(t) =

∞∑
j=k+1

bjMj(t).274

The following properties are straightforward to verify:275

• fk(±1) = f(±1) thus Rk(±1) = 0 for k ≥ 1.276

• R[f ]k(t) ⊥ v(t) for any v(t) ∈ P k−2(t) on [−1, 1], i.e.,
∫ 1

−1
R[f ]kvdt = 0.277

• R[f ]′k(t) ⊥ v(t) for any v(t) ∈ P k−1(t) on [−1, 1].278

• For j ≥ 2, bj = (j − 1
2 )[f(t)lj−1(t)|1−1]−

∫ 1

−1
f(t)l′(j − 1)(t)dt.279

• For j ≤ k, |bj | ≤ Ck‖f‖0,∞,K̂ .280

• ‖R[f ]k(t)‖0,∞,K̂ ≤ Ck‖f‖0,∞,K̂ .281

3.2. Two dimensional case. Consider a function f̂(s, t) ∈ H2(K̂) on the ref-282

erence cell K̂ = [−1, 1]× [−1, 1], it has the expansion283

f̂(s, t) =

∞∑
i=0

∞∑
j=0

b̂i,jMi(s)Mj(t),284

where285

b̂0,0 =
1

4
[f̂(−1,−1) + f̂(−1, 1) + f̂(1,−1) + f̂(1, 1)],286

b̂0,j , b̂1,j =
2j − 1

4

∫ 1

−1

[f̂t(1, t)± f̂t(−1, t)]lj−1(t)dt, j ≥ 1,287

b̂i,0, b̂i,1 =
2i− 1

4

∫ 1

−1

[f̂s(s, 1)± f̂s(s,−1)]li−1(s)ds, i ≥ 1,288

b̂i,j =
(2i− 1)(2j − 1)

4

∫∫
K̂

f̂st(s, t)li−1(s)lj−1(t)dsdt, i, j ≥ 1.289
290
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Define the Qk M-type projection of f̂ on K̂ and its remainder as291

f̂k,k(s, t) =

k∑
i=0

k∑
j=0

b̂i,jMi(s)Mj(t), R̂[f̂ ]k,k(s, t) = f̂(s, t)− f̂k,k(s, t).292

For f(x, y) on e = [xe − h, xe + h]× [ye − h, ye + h], let f̂(s, t) = f(sh + xe, th + ye)293

then the Qk M-type projection of f on e and its remainder are defined as294

fk,k(x, y) = f̂k,k(
x− xe
h

,
y − ye
h

), R[f ]k,k(x, y) = f(x, y)− fk,k(x, y).295

Theorem 3.1. The Qk M-type projection is equivalent to the Qk point-line-plane296

projection Π defined as follows:297

1. Πû = û at four corners of K̂ = [−1, 1]× [−1, 1].298

2. Πû− û is orthogonal to polynomials of degree k − 2 on each edge of K̂.299

3. Πû− û is orthogonal to any v ∈ Qk−2(K̂) on K̂.300

Proof. We only need to show that M-type projection f̂k,k(s, t) satisfies the same301

three properties. By Mj(±1) = 0 for j ≥ 2, we can derive that f̂k,k = f̂ at (±1,±1).302

For instance, f̂k,k(1, 1) = b̂0,0 + b̂1,0 + b̂0,1 + b̂1,1 = f̂(1, 1).303

The second property is implied by Mj(±1) = 0 for j ≥ 2 and Mj(t) ⊥ P k−2(t) for304

j ≥ k+1. For instance, at s = 1, f̂k,k(1, t)−f̂(1, t) =
∞∑

j=k+1

(b̂0,j+b̂1,j)Mj(t) ⊥ P k−2(t)305

on [−1, 1].306

The third property is implied by Mj(t) ⊥ P k−2(t) for j ≥ k + 1.307

Lemma 3.1. Assume f̂ ∈ Hk+1(K̂) with k ≥ 2, then308

1. |b̂i,j | ≤ Ck‖f̂‖0,∞,K̂ , ∀i, j ≤ k.309

2. |b̂i,j | ≤ Ck|f̂ |i+j,2,K̂ , ∀i, j ≥ 1, i+ j ≤ k + 1.310

3. |b̂i,k+1| ≤ Ck|f̂ |k+1,2,K̂ , 0 ≤ i ≤ k + 1.311

4. If f̂ ∈ Hk+2(K̂), then |b̂i,k+1| ≤ Ck|f̂ |k+2,2,K̂ , 1 ≤ i ≤ k + 1.312

Proof. First of all, similar to the one-dimensional case, through integration by313

parts, b̂i,j can be represented as integrals of f̂ thus |b̂i,j | ≤ Ck‖f̂‖0,∞,K̂ for i, j ≤ k.314

By the fact that the antiderivatives (and higher order ones) of Legendre polyno-
mials vanish at ±1, after integration by parts for both variables, we have

|b̂i,j | ≤ Ck

∫∫
K̂

|∂is∂
j
t f̂ |dsdt ≤ Ck|f̂ |i+j,2,K̂ , ∀i, j ≥ 1, i+ j ≤ k + 1.

For the third estimate, by integration by parts only for the variable t, we get

∀i ≥ 1, |b̂i,k+1| ≤ Ck

∫∫
K̂

|∂s∂kt f̂ |dsdt ≤ Ck|f̂ |k+1,2,K̂ .

For b̂0,k+1, from the first estimate, we have |b̂0,k+1| ≤ Ck‖f̂‖0,∞,K̂ ≤ Ck‖f̂‖k+1,2,K̂315

thus b̂0,k+1 can be regarded as a continuous linear form on Hk+1(K̂) and it vanishes316

if f̂ ∈ Qk(K̂). So by the Bramble-Hilbert Lemma, |b̂0,k+1| ≤ Ck[f̂ ]k+1,2,K̂ .317

Finally, by integration by parts only for the variable t, we get

|b̂i,k+1| ≤ Ck

∫∫
K̂

|∂s∂k+1
t f̂ |dsdt ≤ Ck|f̂ |k+2,2,K̂ , 1 ≤ i ≤ k + 1.
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Lemma 3.2. For k ≥ 2, we have318

1. |R̂[f̂ ]k,k|0,∞,K̂ ≤ Ck[f̂ ]k+1,K̂ , |R̂[f̂ ]k,k|0,2,K̂ ≤ Ck[f̂ ]k+1,K̂ .319

2. |∂sR̂[f̂ ]k,k|0,∞,K̂ ≤ Ck[f̂ ]k+1,K̂ , |∂sR̂[f̂ ]k,k|0,2,K̂ ≤ Ck[f̂ ]k+1,K̂ .320

3.
∫∫

K̂
∂sR̂[f̂ ]k,kdsdt = 0321

Proof. Lemma 3.1 implies ‖f̂k,k‖0,∞,K̂ ≤ Ck‖f̂‖0,∞,K̂ and ‖∂sf̂k,k‖0,∞,K̂ ≤ Ck‖f̂‖0,∞,K̂ .
Thus

∀(s, t) ∈ K̂, |R̂[f̂ ]k,k(s, t)| ≤ |f̂k,k(s, t)|+ |f̂(s, t)| ≤ Ck‖f̂‖0,∞,K̂ ≤ Ck‖f̂‖k+1,K̂ .

Notice that here Ck does not depend on (s, t). So R[f̂ ]k,k(s, t) is a continuous linear322

form on Hk+1(K̂) and its operator norm is bounded by a constant independent of323

(s, t). Since it vanishes for any f̂ ∈ Qk(K̂), by the Bramble-Hilbert Lemma, we get324

|R[f̂ ]k,k(s, t)| ≤ Ck[f̂ ]k+1,K̂ where Ck does not depend on (s, t). So the L∞ estimate325

holds and it implies the L2 estimate.326

The second estimate can be established similarly since we have

|∂sR̂[f̂ ]k,k(s, t)| ≤ |∂sf̂k,k(s, t)|+ |∂sf̂(s, t)| ≤ Ck‖f̂‖1,∞,K̂ ≤ Ck‖f̂‖k+1,K̂ .

The third equation is implied by the fact that Mj(t) ⊥ 1 for j ≥ 3 and M ′j(t) ⊥ 1
for j ≥ 2. Another way to prove the third equation is to use integration by parts∫∫

K̂

∂sR̂[f̂ ]k+1,k+1dsdt =

∫ 1

−1

(
R̂[f̂ ]k+1,k+1(1, t)− R̂[f̂ ]k+1,k+1(−1, t)

)
dt,

which is zero the second property in Theorem 3.1.327

For the discussion in the next few subsections, it is useful to consider the lower328

order part of the remainder of R̂[f̂ ]k,k:329

Lemma 3.3. For f̂ ∈ Hk+2(K̂) with k ≥ 2, define R̂[f̂ ]k+1,k+1−R̂[f̂ ]k,k = R̂1+R̂2330

with331

R̂1 =

k∑
i=0

b̂i,k+1Mi(s)Mk+1(t),

R̂2 =

k+1∑
j=0

b̂k+1,jMk+1(s)Mj(t) = Mk+1(s)b̂k+1(t), b̂k+1(t) =

k+1∑
j=0

b̂k+1,jMj(t).

(3.1)332

333

They have the following properties:334

1.
∫∫

K̂
∂sR̂1dsdt = 0.335

2. |∂sR̂1|0,∞,K̂ ≤ Ck|f̂ |k+2,2,K̂ , |∂sR̂1|0,2,K̂ ≤ Ck|f̂ |k+2,2,K̂ .336

3. |b̂k+1(t)| ≤ Ck|f̂ |k+1,K̂ , |b̂′k+1(t)| ≤ Ck|f̂ |k+2,K̂ , ∀t ∈ [−1, 1].337

Proof. The first equation is due to the fact that Mk+1(t) ⊥ 1 since k ≥ 2.338

Notice that M ′0(s) = 0, by Lemma 3.1, we have

|∂sR̂1(s, t)| =

∣∣∣∣∣
k∑

i=1

b̂i,k+1M
′
i(s)Mk+1(t)

∣∣∣∣∣ ≤ Ck|f̂ |k+2,K̂ .

So we get the L∞ estimate for |∂sR̂1(s, t)| thus the L2 estimate.339
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Similar to the estimates in Lemma 3.1, we can show |b̂k+1,j | ≤ Ck|f̂ |k+1,K̂ for340

j ≤ k + 1, thus |bk+1(t)| ≤ Ck|f̂ |k+1,K̂ . Since b′k+1(t) =
k+1∑
j=1

b̂k+1,jM
′
j(t), by the last341

estimate in Lemma 3.1, we get |b̂′k+1(t)| ≤ Ck|f̂ |k+2,K̂ .342

3.3. The C0-Qk projection. Now consider a function u(x, y) ∈ Hk+2(Ω), let343

up(x, y) denote its piecewise Qk M-type projection on each element e in the mesh344

Ωh. The first two properties in Theorem 3.1 imply that up(x, y) on each edge is345

uniquely determined by u(x, y) along that edge. Thus up(x, y) is continuous on Ωh.346

The approximation error u− up is one order higher at all Gauss-Lobatto points Z0:347

Theorem 3.2.

‖u− up‖2,Z0
= O(hk+2)‖u‖k+2, ∀u ∈ Hk+2(Ω).348

349
‖u− up‖∞,Z0

= O(hk+2)‖u‖k+2,∞, ∀u ∈W k+2,∞(Ω).350

Proof. Consider any e with cell center (xe, ye), define û(s, t) = u(xe +sh, ye + th).351

Since the (k + 1) Gauss-Lobatto points are roots of Mk+1(t), R̂k+1,k+1[û] − R̂k,k[û]352

vanishes at (k + 1) × (k + 1) Gauss-Lobatto points on K̂. By Lemma 3.2, we have353

|R̂k+1,k+1[û](s, t)| ≤ C[û]k+2,K̂ .354

Mapping back to the cell e, with (2.1), at the (k + 1) × (k + 1) Gauss-Lobatto355

points on e, |u− up| ≤ Chk+2−n
2 [u]k+2,e. Summing over all elements e, we get356

‖u− up‖2,Z0
≤ C

[
hn
∑
e

h2k+4−n[u]2k+2,e

] 1
2

= O(hk+2)[u]k+2,Ω.357

If further assuming u ∈W k+2,∞(Ω), then at the (k+ 1)× (k+ 1) Gauss-Lobatto358

points on e, |u−up| ≤ Chk+2−n
2 [u]k+2,e ≤ Chk+2[u]k+2,∞,Ω, which implies the second359

estimate.360

3.4. Superconvergence of bilinear forms. For convenience, in this subsec-361

tion, we drop the subscript h in a test function vh ∈ V h. When there is no confusion,362

we may also drop dxdy or dsdt in a double integral.363

Lemma 3.4. Assume a(x, y) ∈W 2,∞(Ω). For k ≥ 2,364 ∫∫
Ω

a(u− up)xvx dxdy = O(hk+2)‖u‖k+2‖v‖2, ∀v ∈ V h.365

Proof. For each cell e, we consider
∫∫

e
a(u − up)xvx dxdy. Let R[u]k,k = u − up366

denote the M-type projection remainder on e. Then R[u]k,k can be splitted into lower367

order part R[u]k,k −R[u]k+1,k+1 and high order part R[u]k+1,k+1.368 ∫∫
e

a(u− up)xvx dxdy =

∫∫
e

a(R[u]k+1,k+1)xvx +

∫∫
e

a(R[u]k,k −R[u]k+1,k+1)xvx.369

We first consider the high order part. Mapping everything to the reference cell K̂ and370

let âv̂s denote the average of âv̂s on K̂. By the last property in Lemma 3.2, we get371

h2−n
∣∣∣∣∫∫

e

a(R[u]k+1,k+1)xvx dxdy

∣∣∣∣ =

∣∣∣∣∫∫
K̂

∂s(R̂[û]k+1,k+1)âv̂sdsdt

∣∣∣∣372

=

∣∣∣∣∫∫
K̂

∂s(R̂[û]k+1,k+1)(âv̂s − âv̂s)dsdt
∣∣∣∣ ≤ |∂s(R̂[û]k+1,k+1)|0,2,K̂ |âv̂s − âv̂s|0,2,K̂ .373

374
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By Poincaré inequality and Cauchy-Schwarz inequality, we have375

|âv̂s − âv̂s|0,2,K̂ ≤ C|∇(âv̂s)|0,2,K̂ ≤ C|â|1,∞,K̂ |v̂|1,2,K̂ + C|â|0,∞,K̂ |v̂|2,2,K̂ .376

Mapping back to the cell e, with (2.1), by Lemma 3.2, the higher order part is bounded377

by Chk+2[u]k+2,2,e(|a|1,∞,e|v|1,2,e + |a|0,∞,e|v|2,2,e) thus378 ∑
e

∫∫
e

a(R[u]k+1,k+1)xvx dxdy = O(hk+2)‖a‖1,∞,Ω

∑
e

‖u‖k+2,e‖v‖2,e379

= O(hk+2)‖a‖1,∞,Ω‖u‖k+2,Ω‖v‖2,Ω.380381

Now we only need to discuss the lower order part of the remainder. Let R[u]k,k−382

R[u]k+1,k+1 = R1 +R2 which is defined similarly as in (3.1). For R1, by the first two383

results in Lemma 3.3, we have384 ∫∫
K̂

(∂sR̂1)âv̂s =

∫∫
K̂

(∂sR̂1)(âv̂s − âv̂s) ≤ |∂sR̂1|0,2,K̂ |âv̂s − âv̂s|0,2,K̂385

≤ C|û|k+2,2,K̂ |âv̂s − âv̂s|0,2,K̂ .386
387

By similar discussions above, we get388 ∑
e

∫∫
e

a(R1)xvx dxdy = O(hk+2)‖a‖1,∞,Ω‖u‖k+2,Ω‖v‖2,Ω.389

390

For R2, let N(s) be the antiderivative of Mk+1(s) then N(±1) = 0. Let ¯̂a be the391

average of ¯̂a on K̂ then |â− ¯̂a|0,∞,K̂ ≤ C|â|1,∞,K̂ . Since Mk+1(s) ⊥ P k−2(s), we have392 ∫∫
K̂
b̂k+1(t)Mk+1(s)v̂ss = 0. After integration by parts, by Lemma 3.3 we have393 ∫∫

K̂

(∂sR̂2)âv̂s = −
∫∫

K̂

b̂k+1(t)Mk+1(s)(âsv̂s + âv̂ss)394

=

∫∫
K̂

b̂k+1(t)N(s)(âssv̂s + âsv̂ss)−
∫∫

K̂

b̂k+1(t)Mk+1(s)(â− ¯̂a)v̂ss395

≤C|û|k+1,K̂(|â|2,∞,K̂ |v̂|1,2,K̂ + |â|1,∞,K̂ |v̂|2,2,K̂).396
397

Thus we can get398 ∑
e

∫∫
e

(∂xR2)av̂xdxdy = O(hk+2)‖a‖2,∞,Ω‖u‖k+1,Ω‖v‖2,Ω.399

So we have
∫∫

Ω
a(u− up)xvx dxdy = O(hk+2)‖a‖2,∞,Ω‖u‖k+2‖v‖2, ∀v ∈ V h.400

Lemma 3.5. Assume c(x, y) ∈W 1,∞(Ω). For k ≥ 2,401 ∫∫
Ω

c(u− up)v dxdy = O(hk+2)‖u‖k+1‖v‖1, ∀v ∈ V h.402

Proof. Let ĉv̂ be the average of ĉv̂ on K̂. Following similar arguments as in the403

proof Lemma 3.4,404 ∣∣∣∣∫∫
K̂

R̂[û]k,k ĉv̂

∣∣∣∣ =

∣∣∣∣∫∫
K̂

R̂[û]k,k(ĉv̂ − ĉv̂)

∣∣∣∣ ≤ |R̂[û]k,k|0,2,K̂ |ĉv̂ − ĉv̂|0,2,K̂405

≤ C[u]k+1,2,K̂ [ĉv̂]1,2,K̂ ≤ C[u]k+1,2,K̂(|ĉ|0,∞,K̂ |v̂|1,2,K̂ + |ĉ|1,∞,K̂ |v̂|0,2,K̂).406
407
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So with (2.1) we have408 ∫∫
e

cR[u]k,kvdxdy = hn
∫∫

K̂

(R[û]k,k)ĉv̂dsdt = O(hk+2)‖c‖1,∞,Ω‖u‖k+1,e‖v‖1,e,409

which implies the estimate.410

Lemma 3.6. Assume b(x, y) ∈W 2,∞(Ω). For k ≥ 2,411 ∫∫
Ω

b(u− up)xv dxdy = O(hk+2)‖u‖k+2‖v‖2, ∀v ∈ V h.412

Proof. Let b̂v̂ be the average of b̂v̂ on K̂. Following similar arguments as in the413

proof Lemma 3.4, we have414 ∣∣∣∣∫∫
K̂

∂s(R̂[û]k+1,k+1)b̂v̂

∣∣∣∣ =

∣∣∣∣∫∫
K̂

∂s(R̂[û]k+1,k+1)(b̂v̂ − b̂v̂)

∣∣∣∣415

≤ |∂s(R̂[û]k+1,k+1)|0,2,K̂ |b̂v̂ − b̂v̂|0,2,K̂ ≤ C[û]k+2,2,K̂(|b̂|1,∞,K̂ |v̂|0,2,K̂ + |b̂|0,∞,K̂ |v̂|1,2,K̂).416417

∫∫
K̂

(∂sR̂1)b̂v̂ =

∫∫
K̂

(∂sR̂1)(b̂v̂ − b̂v̂) ≤ |∂sR̂1|0,2,K̂ |b̂v̂ − b̂v̂|0,2,K̂418

≤ C|û|k+2,2,K̂(|b̂|1,∞,K̂ |v̂|0,2,K̂ + |b̂|0,∞,K̂ |v̂|1,2,K̂).419
420

Let N(s) be the antiderivative of Mk+1(s). After integration by parts, we have421 ∫∫
K̂

(∂sR̂2)b̂v̂ = −
∫∫

K̂

b̂k+1(t)Mk+1(s)(b̂sv̂ + b̂v̂s)422

=

∫∫
K̂

b̂k+1(t)N(s)(b̂ssv̂ + b̂sv̂s + b̂v̂ss)423

≤C|û|k+1,2,K̂(|b̂|2,∞,K̂ |v̂|0,2,K̂ + |b̂|1,∞,K̂ |v̂|1,2,K̂ + |b̂|0,∞,K̂ |v̂|2,2,K̂).424
425

After combining all the estimates, with (2.1), we have426 ∫∫
e

b(u− up)xv = hn−1

∫∫
K̂

b̂(R[û]k,k)sv̂ = O(hk+2)‖b‖2,∞,Ω‖u‖k+2,e‖v‖2,e.
427

Lemma 3.7. Assume a(x, y) ∈W 2,∞(Ω). For k ≥ 2,428

(3.2)

∫∫
Ω

a(u− up)xvy dxdy = O(hk+2− 1
2 )‖u‖k+2‖v‖2, ∀v ∈ V h,429

430

(3.3)

∫∫
Ω

a(u− up)xvy dxdy = O(hk+2)‖u‖k+2‖v‖2, ∀v ∈ V h
0 .431

Proof. Similar to the proof of Lemma 3.4, we have432 ∣∣∣∣∫∫
e

a(R[u]k+1,k+1)xvy dxdy

∣∣∣∣ = hn−2

∣∣∣∣∫∫
K̂

∂s(R̂[û]k+1,k+1)âv̂tdsdt

∣∣∣∣433

=hn−2

∣∣∣∣∫∫
K̂

∂s(R̂[û]k+1,k+1)(âv̂t − âv̂t)dsdt
∣∣∣∣ ≤ hn−2|∂s(R̂[û]k+1,k+1)|0,2,K̂ |âv̂t − âv̂t|0,2,K̂434

≤Chk+2‖a‖1,∞,Ω‖u‖k+2,e‖v‖2,e,435436

This manuscript is for review purposes only.



SUPERCONVERGENCE OF APPROXIMATED COEFFICIENTS 15

and437 ∫∫
K̂

(∂sR̂1)âv̂t =

∫∫
K̂

(∂sR̂1)(âv̂t − âv̂t) ≤ |∂sR̂1|0,2,K̂ |âv̂t − âv̂t|0,2,K̂ .438

Following the proof of Lemma 3.4, with (2.1), we get439 ∑
e

∫∫
e

a(R1)xvy dxdy = O(hk+2)‖a‖1,∞,Ω‖u‖k+2,Ω‖v‖2,Ω.440

Let N(s) be the antiderivative of Mk+1(s). After integration by parts, we have441 ∫∫
K̂

(∂sR̂2)âv̂t = −
∫∫

K̂

b̂k+1(t)Mk+1(s)(âsv̂t + âv̂st)442

=

∫∫
K̂

b̂k+1(t)N(s)(âssv̂t + 2âsv̂st) +

∫∫
K̂

b̂k+1(t)N(s)âv̂sst.443
444

After integration by parts on the t-variable,445

−
∫∫

K̂

b̂k+1(t)N(s)âv̂sst =

∫∫
K̂

∂t[b̂k+1(t)N(s)â]v̂ss −
∫ 1

−1

b̂k+1(t)N(s)âv̂ssds

∣∣∣∣t=1

t=−1

,446

447 ∫∫
K̂

∂t[b̂k+1(t)N(s)â]v̂ss =

∫∫
K̂

[b̂′k+1(t)N(s)â+ b̂k+1(t)N(s)ât]v̂ss.448

By Lemma 3.3, we have the estimate for the two double integral terms449 ∣∣∣∣∫∫
K̂

b̂k+1(t)N(s)(âssv̂t + 2âsv̂st)

∣∣∣∣ ≤ C|û|k+1,2,K̂(|â|2,∞,K̂ |v̂|1,2,K̂ + |â|1,∞,K̂ |v̂|2,2,K̂),450
451
452 ∣∣∣∣∫∫

K̂

[b̂′k+1(t)N(s)â+ b̂k+1(t)N(s)ât]v̂ss

∣∣∣∣453

≤C(|û|k+2,2,K̂ |â|0,∞,K̂ |v̂|2,2,K̂ + |û|k+1,2,K̂ |â|1,∞,K̂ |v̂|2,2,K̂),454
455

which gives the estimate Chk+2‖a‖2,∞,Ω‖u‖k+2,e‖v‖k+2,e after mapping back to e.456

So we only need to discuss the line integral term now. After mapping back to e,457

we have458 ∫ 1

−1

b̂k+1(t)Mk+1(s)âv̂ssds

∣∣∣∣t=1

t=−1

= h

∫ xe+h

xe−h
bk+1(y)Mk+1(

x− xe
h

)avxxdx

∣∣∣∣∣
y=ye+h

y=ye−h

.459

460

Notice that we have461

bk+1(ye + h) = b̂k+1(1) =

k+1∑
j=0

b̂k+1,jMj(1) = b̂k+1,0 + b̂k+1,1462

= (k +
1

2
)

∫ 1

−1

∂sû(s, 1)lk(s)ds = (k +
1

2
)

∫ xe+h

xe−h
∂xu(x, ye + h)lk(

x− xe
h

)dx,463

464

and similarly we get bk+1(ye−h) = b̂k+1(−1) = (k+ 1
2 )
∫ xe+h

xe−h ∂xu(x, ye−h)lk(x−xe

h )dx.465

Thus the term bk+1(y)Mk+1(x−xe

h )avxx is continuous across the top/bottom edge of466
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cells. Therefore, if summing over all elements e, the line integral on the inner edges467

are cancelled out. Let L1 and L3 denote the top and bottom boundary of Ω. Then468

the line integral after summing over e consists of two line integrals along L1 and L3.469

We only need to discuss one of them.470

Let l1 and l3 denote the top and bottom edge of e. First, after integration by471

parts k times, we get472

b̂k+1(1) = (k +
1

2
)

∫ 1

−1

∂sû(s, 1)lk(s)ds = (−1)k(k +
1

2
)

∫ 1

−1

∂k+1

∂sk+1
û(s, 1)

1

2kk!
(s2 − 1)kds,473

474

thus by Cauchy Schwarz inequality we get475

|b̂k+1(1)| ≤ Ck

√∫ 1

−1

[
∂k+1

∂sk+1
û(s, 1)

]2

ds ≤ Ckh
k+ 1

2 |u|k+1,2,l1 .476

Second, since v2
xx is a polynomial of degree 2k w.r.t. y variable, by using (k+2)-point477

Gauss Lobatto quadrature for integration w.r.t. y-variable in
∫∫

e
v2
xxdxdy, we get478 ∫ xe+h

xe−h
v2
xx(x, ye + h)dx ≤ Ch−1

∫∫
e

v2
xx(x, y)dxdy.479

So by Cauchy Schwarz inequality, we have∫ xe+h

xe−h
|vxx(x, ye + h)|dx ≤

√
2h

√∫ xe+h

xe−h
v2
xx(x, ye + h)dx ≤ C|v|2,2,e.

Thus the line integral along L1 can be estimated by considering each e adjacent480

to L1 in the reference cell:481 ∑
e∩L1 6=∅

∣∣∣∣∫ 1

−1

b̂k+1(1)Mk+1(s)â(s, 1)v̂ss(s, 1)ds

∣∣∣∣482

≤
∑

e∩L1 6=∅

C|â|0,∞,K̂ |b̂k+1(1)|
∫ 1

−1

|v̂ss(s, 1)|ds483

=O(hk+ 3
2 )

∑
e∩L1 6=∅

|u|k+1,2,l1

∫ xe+h

xe−h
|vxx(x, ye + h)|dx484

=O(hk+ 3
2 )

∑
e∩L1 6=∅

|u|k+1,2,l1 |v|2,2,e485

=O(hk+ 3
2 )‖u‖k+1,L1

‖v‖2,Ω = O(hk+ 3
2 )‖u‖k+2,Ω‖v‖2,Ω,486487

where the trace inequality ‖u‖k+1,∂Ω ≤ C‖u‖k+2,Ω is used.488

Combine all the estimates above, we get (3.2). Since the 1
2 order loss is only due489

to the line integral along L1 and L3, on which vxx = 0 if v ∈ V h
0 , we get (3.3).490

4. The main result.491

4.1. Superconvergence of bilinear forms with approximated coefficients.492

Even though standard interpolation error is a − aI = O(hk+1), as shown in the fol-493

lowing discussion, the error in the bilinear forms is related to
∫∫

e
(a−aI) dxdy on each494

cell e, which is the quadrature error thus the order is higher. We have the following495

estimate on the bilinear forms with approximated coefficients:496
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Lemma 4.1. Assume a(x, y) ∈ W k+2,∞(Ω) and u(x, y) ∈ H2(Ω), then ∀v ∈ V h497

or ∀v ∈ H2(Ω),498 ∫∫
Ω

auxvx dxdy −
∫∫

Ω

aIuxvx dxdy = O(hk+2)‖a‖k+2,∞,Ω‖u‖2‖v‖2,499 ∫∫
Ω

auxvy dxdy −
∫∫

Ω

aIuxvy dxdy = O(hk+2)‖a‖k+2,∞,Ω‖u‖2‖v‖2,500 ∫∫
Ω

auxv dxdy −
∫∫

Ω

aIuxv dxdy = O(hk+2)‖a‖k+2,∞,Ω‖u‖2‖v‖1,501 ∫∫
Ω

auv dxdy −
∫∫

Ω

aIuv dxdy = O(hk+2)‖a‖k+2,∞,Ω‖u‖1‖v‖1.502
503

Proof. For every cell e in the mesh Ωh, let uxvx be the cell average of uxvx. By504

Theorem 2.2 and Theorem 2.3 , we have505 ∫∫
e

(aI − a)uxvx506

=

∫∫
e

(aI − a)uxvx +

∫∫
e

(aI − a)(uxvx − uxvx)507

=
1

4h2

∫∫
e

(aI − a)

∫∫
e

uxvx +

∫∫
e

(aI − a)(uxvx − uxvx)508

=O(hk+2)‖a‖k+2,∞,Ω‖u‖1,e‖v‖1,e +O(hk+1)‖a‖k+1,∞,Ω

∫∫
e

|uxvx − uxvx|.509
510

By Poincaré inequality and Cauchy-Schwarz inequality, we have∫∫
e

|uxvx − uxvx| = O(h)‖∇(uxvx)‖0,1,e = O(h)‖u‖2,e‖v‖2,e

thus
∫∫

e
(aI−a)uxvx = O(hk+2)‖a‖k+2,∞,Ω‖u‖2,e‖v‖2,e. Summing over all elements e,511

we have
∫∫

Ω
(aI − a)uxvx = O(hk+2)‖a‖k+2,∞,Ω‖u‖2‖v‖2. Similarly we can establish512

the other three estimates.513

Lemma 4.1 implies that the difference in the solutions to (1.6) and (1.1) is O(hk+2)514

in the L2(Ω)-norm:515

Theorem 4.1. Assume a(x, y) ∈ W k+2,∞(Ω) and aI(x, y) ≥ C > 0. Let u, ũ ∈
H1

0 (Ω) be the solutions to

A(u, v) :=

∫∫
a∇u · ∇v dxdy = (f, v), ∀v ∈ H1

0 (Ω)

and

AI(ũ, v) :=

∫∫
aI∇ũ · ∇v dxdy = (f, v), ∀v ∈ H1

0 (Ω)

respectively, where f ∈ L2(Ω). Then ‖u− ũ‖0 = O(hk+2)‖a‖k+2,∞,Ω‖f‖0.516

Proof. By Lemma 4.1, for any v ∈ H2(Ω) we have517

AI(u− ũ, v) = AI(u, v)−AI(ũ, v) = [AI(u, v)−A(u, v)] + [A(u, v)−AI(ũ, v)]518

= AI(u, v)−A(u, v) = O(hk+2)‖a‖k+2,∞,Ω‖u‖2‖v‖2.519520
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Let w ∈ H1
0 (Ω) be the solution to the dual problem521

AI(v, w) = (u− ũ, v) ∀v ∈ H1
0 (Ω).522523

Since aI ≥ C > 0 and |aI(x, y)| ≤ C|a(x, y)|, the coercivity and boundedness of the524

bilinear form AI hold [8]. Moreover, aI is Lipschitz continuous because a(x, y) ∈525

W k+2,∞(Ω). Thus the solution w exists and the elliptic regularity ‖w‖2 ≤ C‖u− ũ‖0526

holds on a convex domain, e.g., a rectangular domain Ω, see [14]. Thus,527

‖u− ũ‖20 = (u− ũ, u− ũ) = AI(u− ũ, w) = O(hk+2)‖a‖k+2,∞,Ω‖u‖2‖w‖2.528

With elliptic regularity ‖w‖2 ≤ C‖u− ũ‖0 and ‖u‖2 ≤ C‖f‖0, we get529

‖u− ũ‖0 = O(hk+2)‖a‖k+2,∞,Ω‖f‖0.530

Remark 1. For even number k ≥ 4, (k+ 1)-point Newton-Cotes quadrature rule531

has the same error order as the (k + 1)-point Gauss-Lobatto quadrature rule. Thus532

Theorem 4.1 still holds if we redefine aI(x, y) as the Qk interpolant of a(x, y) at the533

uniform (k + 1)× (k + 1) Newton-Cotes points in each cell if k ≥ 4 is even.534

4.2. The variable coefficient Poisson equation. Let u(x, y) ∈ H1
0 (Ω) be the535

exact solution to536

A(u, v) :=

∫∫
Ω

a∇u · ∇v dxdy = (f, v), ∀v ∈ H1
0 (Ω).537

Let ũh ∈ V h
0 (Ω) be the solution to538

AI(ũh, vh) :=

∫∫
Ω

aI∇ũh · ∇vh dxdy = 〈f, vh〉h, ∀vh ∈ V h
0 (Ω).539

Theorem 4.2. For k ≥ 2, let up be the piecewise Qk M-type projection of u(x, y)
on each cell e in the mesh Ωh. Assume a ∈W k+2,∞(Ω) and u, f ∈ Hk+2(Ω), then

AI(ũh − up, vh) = O(hk+2)(‖a‖k+2,∞‖u‖k+2 + ‖f‖k+2)‖vh‖2, ∀vh ∈ V h
0 .

Proof. For any vh ∈ V h, we have540

AI(ũh, vh)−AI(up, vh)541

=(f, vh)−AI(up, vh) + 〈f, vh〉h − (f, vh)542

=A(u, vh)−AI(up, vh) + 〈f, vh〉h − (f, vh)543

=[A(u, vh)−AI(u, vh)] + [AI(u− up, vh)−A(u− up, vh)] +A(u− up, vh) + 〈f, vh〉h − (f, vh).544545

Lemma 4.1 implies A(u, vh)−AI(u, vh) = O(hk+2)‖a‖k+2,∞‖u‖2‖vh‖2. Theorem546

2.4 gives 〈f, vh〉h − (f, vh) = O(hk+2)‖f‖k+2‖vh‖2. By Lemma 3.4, A(u − up, vh) =547

O(hk+2)‖a‖2,∞‖u‖k+2‖vh‖2.548

For the second term AI(u− up, vh)−A(u− up, vh) =
∫∫

Ω
(a− aI)∇(u− up)∇vh,549
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by Theorem 2.2 and Lemma 3.2, we have550 ∣∣∣∣∫∫
Ω

(a− aI)(u− up)x∂xvh

∣∣∣∣ ≤ |a− aI |0,∞,Ω

∑
e

∫∫
e

|(u− up)x∂xvh|551

≤ |a− aI |0,∞,Ω

∑
e

|(u− up)x|0,2,e|vh|1,2,e552

= O(h2k+1)‖a‖k+1,∞,Ω

∑
e

‖u‖k+1,e‖vh‖1,e553

= O(h2k+1)‖a‖k+1,∞,Ω‖u‖k+1‖vh‖1.554555

Theorem 4.3. Assume a(x, y) ∈ W k+2,∞(Ω) is positive and u(x, y), f(x, y) ∈556

Hk+2(Ω). Assume the mesh is fine enough so that the piecewise Qk interpolant sat-557

isfies aI(x, y) ≥ C > 0. Then ũh is a (k+ 2)-th order accurate approximation to u in558

the discrete 2-norm over all the (k + 1)× (k + 1) Gauss-Lobatto points:559

‖ũh − u‖2,Z0 = O(hk+2)(‖a‖k+2,∞‖u‖k+2 + ‖f‖k+2).560

Proof. Let θh = ũh − up. By the definition of up and Theorem 3.1, it is straight-561

forward to show θh = 0 on ∂Ω. By the Aubin-Nitsche duality method, let w ∈ H1
0 (Ω)562

be the solution to the dual problem563

AI(v, w) = (θh, v) ∀v ∈ H1
0 (Ω).564565

By the same discussion as in the proof of Theorem 4.1, the solution w exists and the566

regularity ‖w‖2 ≤ C‖θh‖0 holds.567

Let wh be the finite element projection of w, i.e., wh ∈ V h
0 satisfies568

AI(vh, wh) = (θh, vh) ∀vh ∈ V h
0 .569570

Since wh ∈ V h
0 , by Theorem 4.2, we have571

(4.1) ‖θh‖20 = (θh, θh) = AI(θh, wh) = O(h4)(‖a‖k+2,∞‖u‖k+2 + ‖f‖k+2)‖wh‖2.572

Let wI = Π1w be the piecewise Q1 projection of w on Ωh as defined in (2.2). By the573

Bramble-Hilbert Lemma, we get ‖w − wI‖2,e ≤ C[w]2,e ≤ C‖w‖2,e thus574

‖w − wI‖2 ≤ C‖w‖2.575

By the inverse estimate on the piecewise polynomial wh − wI , we have576

(4.2) ‖wh‖2 ≤ ‖wh − wI‖2 + ‖wI − w‖2 + ‖w‖2 ≤ Ch−1‖wh − wI‖1 + C‖w‖2.577

With coercivity, Galerkin orthogonality and Cauchy Schwarz inequality, we get578

C‖wh−wI‖21 ≤ AI(wh−wI , wh−wI) = AI(wh−wI , w−wI) ≤ C‖w−wI‖1‖wh−wI‖1,579

which implies580

(4.3) ‖wh − wI‖1 ≤ C‖w − wI‖1 ≤ Ch‖w‖2.581

With (4.2), (4.3) and the elliptic regularity ‖w‖2 ≤ C‖θh‖0, we get582

(4.4) ‖wh‖2 ≤ C‖w‖2 ≤ C‖θh‖0.583
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By (4.1) and (4.4) we have584

‖θh‖20 ≤ O(hk+2)(‖a‖k+2,∞‖u‖k+2 + ‖f‖k+2)‖θh‖0,585586

i.e.,587

‖ũh − up‖0 = ‖θh‖0 = O(hk+2)(‖a‖k+2,∞‖u‖k+2 + ‖f‖k+2).588

Finally, by the equivalency between the discrete 2-norm on Z0 and the L2(Ω) norm589

in the space V h, with Theorem 3.2, we obtain590

‖ũh − u‖2,Z0
= O(hk+2)(‖a‖k+2,∞‖u‖k+2 + ‖f‖k+2).591

Remark 2. To extend Theorem 4.3 to homogeneous Neumann boundary condi-592

tions or mixed homogeneous Dirichlet and Neumann boundary conditions, dual prob-593

lems with the same homogeneous boundary conditions as in primal problems should be594

used. Then all the estimates such as Theorem 4.2 hold not only for v ∈ V h
0 but also595

for any v in V h.596

Remark 3. With Theorem 2.5, all the results hold for the scheme (1.5).597

Remark 4. It is straightforward to verify that all results hold in three dimensions.
Notice that the in three dimensions the discrete 2-norm is

‖u‖2,Z0
=

[
h3
∑
x∈Z0

|u(x)|2
] 1

2

.

Remark 5. For discussing superconvergence of the scheme (1.7), we have to con-598

sider the dual problem of the bilinear form A instead and the exact Galerkin orthogo-599

nality in (1.7) no longer holds. In order for the proof above holds, we need to show the600

Galerkin orthogonality in (1.7) holds up to O(hk+2)‖vh‖2 for a test function vh ∈ Vh,601

which is very difficult to establish. This is the main difficulty to extend the proof of602

Theorem 4.3 to the Gauss Lobatto quadrature scheme (1.7), which will be analyzed in603

[18] by different techniques.604

4.3. General elliptic problems. In this section, we discuss extensions to more
general elliptic problems. Consider an elliptic variational problem of finding u ∈
H1

0 (Ω) to satisfy

A(u, v) :=

∫∫
Ω

(∇vTa∇u+ b∇uv + cuv) dxdy = (f, v),∀v ∈ H1
0 (Ω),

where a(x, y) =

(
a11 a12

a21 a22

)
is positive definite and b = [b1 b2]. Assume the coef-605

ficients a, b and c are smooth, and A(u, v) satisfies coercivity A(v, v) ≥ C‖v‖1 and606

boundedness |A(u, v)| ≤ C‖u‖1‖v‖1 for any u, v ∈ H1
0 (Ω).607

By the estimates in Section 3.4, we first have the following estimate on the Qk608

M-type projection up:609

Lemma 4.2. Assume aij(x, y), bi(x, y) ∈W 2,∞(Ω) and bi(x, y) ∈W 2,∞(Ω), then

A(u− up, vh) =

{
O(hk+2)‖u‖k+2‖vh‖2, ∀vh ∈ V h

0 ,
O(hk+1.5)‖u‖k+2‖vh‖2, ∀vh ∈ V h.

If a12 = a21 ≡ 0, then610

A(u− up, vh) = O(hk+2)‖u‖k+2‖vh‖2, ∀vh ∈ V h.611
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Let aI , bI and cI denote the corresponding piecewise Qk Lagrange interpolation
at Gauss-Lobatto points. We are interested in the solution ũh ∈ V h

0 to

AI(ũh, vh) :=

∫∫
Ω

(∇vTh aI∇ũh + bI∇ũhvh + cI ũhvh) dxdy = 〈f, vh〉h,∀vh ∈ V h
0 .

We need to assume that AI still satisfies coercivity AI(v, v) ≥ C‖v‖1 and bound-
edness |AI(u, v)| ≤ C‖u‖1‖v‖1 for any u, v ∈ H1

0 (Ω), so that the solution u ∈ H1
0 (Ω)

of the following problem exists and is unique:

AI(u, v) = (f, v), ∀v ∈ H1
0 (Ω).

We also need the elliptic regularity to hold for the dual problem:

AI(v, w) = (f, v), ∀v ∈ H1
0 (Ω).

For instance, if b ≡ 0, it suffices to require that eigenvalues of aI +cI

(
1 0
0 1

)
has612

a uniform positive lower bound on Ω, which is achievable on fine enough meshes if613

a+c

(
1 0
0 1

)
are positive definite. This implies the coercivity of AI . The boundedness614

of AI follows from the smoothness of coefficients. Since aI and cI are Lipschitz615

continuous, the elliptic regularity for AI holds on a convex domain [14].616

By Lemma 4.1 and Lemma 4.2, it is straightforward to extend Theorem 4.2 to617

the general elliptic case:618

Theorem 4.4. For k ≥ 2, assume aij , bi, c ∈ W k+2,∞(Ω) and u, f ∈ Hk+2(Ω),
then

AI(ũh − up, vh) =

{
O(hk+2)(‖u‖k+2 + ‖f‖k+2)‖vh‖2, ∀vh ∈ V h

0 ,
O(hk+1.5)(‖u‖k+2 + ‖f‖k+2)‖vh‖2, ∀vh ∈ V h,

.

And if a12 = a21 ≡ 0, then619

AI(ũh − up, vh) = O(hk+2)(‖u‖k+2 + ‖f‖k+2)‖vh‖2, ∀vh ∈ V h.620

With suitable assumptions, it is straightforward to extend the proof of Theorem621

4.3 to the general case:622

Theorem 4.5. For k ≥ 2, assume aij , bi, c ∈ W k+2,∞(Ω) and u, f ∈ Hk+2(Ω),623

Assume the approximated bilinear form AI satisfies coercivity and boundedness and624

the elliptic regularity still holds for the dual problem of AI . Then ũh is a (k + 2)-th625

order accurate approximation to u in the discrete 2-norm over all the (k+1)× (k+1)626

Gauss-Lobatto points:627

‖ũh − u‖2,Z0
= O(hk+2)(‖u‖k+2 + ‖f‖k+2).628

Remark 6. With Neumann type boundary conditions, due to Lemma 3.7, we can629

only prove (k + 1.5)-th order accuracy630

‖ũh − u‖2,Z0
= O(hk+1.5)(‖u‖k+2 + ‖f‖k+2),631

unless there are no mixed second order derivatives in the elliptic equation, i.e., a12 =632

a21 ≡ 0. We emphasize that even for the full finite element scheme (1.3), only (k+1.5)-633

th order accuracy at all Lobatto points can be proven for a general elliptic equation634

with Neumann type boundary conditions.635
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5. Numerical results. In this section we show some numerical tests of C0-Q2636

finite element method on an uniform rectangular mesh and verify the order of accuracy637

at Z0, i.e., all Gauss-Lobatto points. The following four schemes will be considered:638

1. Full Q2 finite element scheme (1.3) where integrals in the bilinear form are ap-639

proximated by 5×5 Gauss quadrature rule, which is exact for Q9 polynomials640

thus exact for A(uh, vh) if the variable coefficient is a Q5 polynomial.641

2. The Gauss Lobatto quadrature scheme (1.7): all integrals are approximated642

by 3× 3 Gauss Lobatto quadrature.643

3. The schemes (1.4) and (1.5).644

The last three schemes are finite difference type since only grid point values of the co-645

efficients are needed. In (1.4) and (1.5), AI(uh, vh) can be exactly computed by 4× 4646

Gauss quadrature rule since coefficients are Q2 polynomials. An alternative finite dif-647

ference type implementation of (1.4) and (1.5) is to precompute integrals of Lagrange648

basis functions and their derivatives to form a sparse tensor, then multiply the tensor649

to the vector consisting of point values of the coefficient to form the stiffness ma-650

trix. With either implementation, computational cost to assemble stiffness matrices651

in schemes (1.4) and (1.5) is higher than the stiffness matrix assembling in the sim-652

pler scheme (1.7) since the Lagrangian Qk basis are delta functions at Gauss-Lobatto653

points.654

5.1. Accuracy. We consider the following example with either purely Dirichlet655

or purely Neumann boundary conditions:656

∇ · (a∇u) = f on [0, 1]× [0, 2]657

where a(x, y) = 1 + 0.1x3y5 + cos(x3y2 + 1) and u(x, y) = 0.1(sin(πx) +x3)(sin(πy) +658

y3) + cos(x4 + y3). The nonhomogeneous boundary condition should be computed in659

a way consistent with the computation of integrals in the bilinear form. The errors660

at Z0 are shown in Table 1 and Table 2. We can see that the four schemes are all661

fourth order in the discrete 2-norm on Z0. Even though we did not discuss the max662

norm error on Z0 in this paper, we should expect a | lnh| factor in the order of l∞663

error over Z0 due to (1.9), which was proven upon the discrete Green’s function.664

Next we consider an elliptic equation with purely Dirichlet or purely Neumann665

boundary conditions:666

∇ · (a∇u) + cu = f on [0, 1]× [0, 2]667

where a =

(
a11 a12

a21 a22

)
, a11 = 10 + 30y5 +x cos y+y, a12 = a21 = 2 + 0.5(sin(πx) +668

x3)(sin(πy)+y3)+cos(x4+y3), a22 = 10+x5, c = 1+x4y3 and u(x, y) = 0.1(sin(πx)+669

x3)(sin(πy) + y3) + cos(x4 + y3). The errors at Z0 are listed in Table 3 and Table670

4. Recall that only O(h3.5) can be proven due to the mixed second order derivatives671

for the Neumann boundary conditions as discussed in Remark 6, we observe around672

fourth order accuracy for (1.4) and (1.5) for Neumann boundary conditions in this673

particular example.674

5.2. Robustness. In Table 1 and Table 2, the errors of approximated coefficient675

schemes (1.4), (1.5) and the Gauss Lobatto quadrature scheme (1.7) are close to one676

another. We observe that the scheme (1.5) tends to be more accurate than (1.4) and677

(1.7) when the coefficient a(x, y) is closer to zero in the Poisson equation. See Table 5678

for errors of solving∇·(a∇u) = f on [0, 1]×[0, 2] with Dirichlet boundary conditions,679

This manuscript is for review purposes only.



SUPERCONVERGENCE OF APPROXIMATED COEFFICIENTS 23

Table 1
The errors of C0-Q2 for a Poisson equation with Dirichlet boundary conditions at Lobatto points.

FEM with Approximated Coefficients (1.4)
Mesh l2 error order l∞ error order
2× 4 2.22E-1 - 3.96E-1 -
4× 8 4.83E-2 2.20 1.51E-1 1.39
8× 16 2.54E-3 4.25 1.16E-2 3.71
16× 32 1.49E-4 4.09 7.52E-4 3.95
32× 64 9.22E-6 4.01 5.14E-5 3.87

FEM using Gauss Lobatto Quadrature (1.7)
Mesh l2 error order l∞ error order
2× 4 2.24E-1 - 4.30E-1 -
4× 8 4.43E-2 2.34 1.37E-1 1.65
8× 16 2.27E-3 4.29 8.61E-3 4.00
16× 32 1.32E-4 4.11 4.87E-4 4.14
32× 64 8.13E-6 4.02 3.09E-5 3.97

FEM with Approximated Coefficients (1.5)
Mesh l2 error order l∞ error order
2× 4 2.78E-1 - 6.31E-1 -
4× 8 2.76E-2 3.33 8.69E-2 2.86
8× 16 1.28E-3 4.43 3.77E-3 4.53
16× 32 8.96E-5 3.83 3.36E-4 3.49
32× 64 5.79E-6 3.95 2.41E-5 3.80

Full FEM Scheme
Mesh l2 error order l∞ error order
2× 4 1.48E-2 - 3.79E-2 -
4× 8 1.05E-2 0.50 3.76E-2 0.01
8× 16 7.32E-4 3.84 4.04E-3 3.22
16× 32 4.54E-5 4.01 2.83E-4 3.83
32× 64 2.85E-6 3.99 1.75E-5 4.02

a(x, y) = 1 + εx3y5 + cos(x3y2 + 1) and u(x, y) = 0.1(sin(πx) + x3)(sin(πy) + y3) +680

cos(x4 + y3) where ε = 0.001. Here the smallest value of a(x, y) is around ε = 0.001.681

We remark that the difference among three schemes is much smaller for larger ε such682

as ε = 0.1 as in Table 1.683

6. Concluding remarks. We have shown that the classical superconvergence684

of functions values at Gauss Lobatto points in C0-Qk finite element method for an685

elliptic problem still holds if replacing the coefficients by their piecewise Qk Lagrange686

interpolants at the Gauss Lobatto points. Such a superconvergence result can be used687

for constructing a fourth order accurate finite difference type scheme by using Q2688

approximated variable coefficients. Numerical tests suggest that this is an efficient689

and robust implementation of C0-Q2 finite element method without affecting the690

superconvergence of function values.691
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Table 2
The errors of C0-Q2 for a Poisson equation with Neumann boundary conditions at Lobatto points.

FEM with Approximated Coefficients (1.4)
Mesh l2 error order l∞ error order
2× 4 3.44E0 - 5.39E0 -
4× 8 1.83E-1 4.23 3.51E-1 3.93
8× 16 1.38E-2 3.73 3.43E-2 3.36
16× 32 8.37E-4 4.04 2.21E-3 3.96
32× 64 5.13E-5 4.03 1.41E-4 3.96

FEM using Gauss Lobatto Quadrature (1.7)
Mesh l2 error order l∞ error order
2× 4 3.43E0 - 4.95E0 -
4× 8 1.81E-1 4.25 3.11E-1 3.99
8× 16 1.37E-2 3.72 2.81E-2 3.47
16× 32 8.33E-4 4.04 1.76E-3 4.00
32× 64 5.11E-5 4.03 1.12E-4 3.97

FEM with Approximated Coefficients (1.5)
Mesh l2 error order l∞ error order
2× 4 3.64E0 - 5.06E0 -
4× 8 1.60E-1 4.51 2.54E-1 4.32
8× 16 1.26E-2 3.67 2.39E-2 3.41
16× 32 7.67E-4 4.03 1.67E-3 3.84
32× 64 4.71E-5 4.03 1.09E-4 3.94

Full FEM Scheme
Mesh l2 error order l∞ error order
2× 4 8.45E-2 - 2.13E-1 -
4× 8 1.56E-2 2.43 5.66E-2 1.91
8× 16 9.12E-4 4.10 5.14E-3 3.46
16× 32 5.47E-5 4.06 3.24E-4 3.99
32× 64 3.37E-6 4.02 2.22E-5 3.87
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Table 3
An elliptic equation with mixed second order derivatives and Neumann boundary conditions.

FEM with Approximated Coefficients (1.4)
Mesh l2 error order l∞ error order
2× 4 1.92E0 - 3.47E0 -
4× 8 2.16E-1 3.15 6.05E-1 2.52
8× 16 1.45E-2 3.90 6.12E-2 3.30
16× 32 9.08E-4 4.00 4.05E-3 3.92
32× 64 5.66E-5 4.00 2.76E-4 3.88

FEM using Gauss Lobatto Quadrature (1.7)
Mesh l2 error order l∞ error order
2× 4 1.38E0 - 2.27E0 -
4× 8 1.46E-1 3.24 2.52E-1 3.17
8× 16 7.49E-3 4.28 1.64E-2 3.94
16× 32 4.31E-4 4.12 1.02E-3 4.01
32× 64 2.61E-5 4.04 7.47E-5 3.78

FEM with Approximated Coefficients (1.5)
Mesh l2 error order l∞ error order
2× 4 1.89E0 - 2.84E0 -
4× 8 1.04E-1 4.18 1.45E-1 4.30
8× 16 5.62E-3 4.21 1.86E-2 2.96
16× 32 3.24E-4 4.12 1.67E-3 3.48
32× 64 1.95E-5 4.05 1.32E-4 3.66

Full FEM Scheme
Mesh l2 error order l∞ error order
2× 4 1.46E-1 - 4.31E-1 -
4× 8 1.64E-2 3.16 6.55E-2 2.71
8× 16 7.08E-4 4.53 3.42E-3 4.26
16× 32 4.44E-5 4.06 4.84E-4 2.82
32× 64 2.95E-6 3.85 7.96E-5 2.60
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Table 4
An elliptic equation with mixed second order derivatives and Dirichlet boundary conditions.

FEM with Approximated Coefficients (1.4)
Mesh l2 error order l∞ error order
2× 4 2.64E-2 - 7.01E-2 -
4× 8 4.68E-3 2.50 1.92E-2 1.87
8× 16 4.78E-4 3.29 2.70E-3 2.83
16× 32 3.69E-5 3.69 2.43E-4 3.47
32× 64 2.53E-6 3.87 1.82E-5 3.74
64× 128 1.65E-7 3.94 1.25E-6 3.87

FEM using Gauss Lobatto Quadrature (1.7)
Mesh l2 error order l∞ error order
2× 4 3.94E-2 - 7.15E-2 -
4× 8 1.23E-2 1.67 3.28E-2 1.12
8× 16 1.46E-3 3.08 5.42E-3 2.60
16× 32 1.14E-4 3.68 3.96E-4 3.78
32× 64 7.75E-6 3.88 2.62E-5 3.92

FEM with Approximated Coefficients (1.5)
Mesh l2 error order l∞ error order
2× 4 4.08E-2 - 7.67E-2 -
4× 8 1.01E-2 2.02 3.39E-2 1.18
8× 16 5.22E-4 4.27 1.72E-3 4.30
16× 32 3.14E-5 4.05 9.57E-5 4.17
32× 64 1.99E-6 3.98 5.71E-6 4.07

Full FEM Scheme
Mesh l2 error order l∞ error order
2× 4 7.35E-2 - 1.99E-1 -
4× 8 5.94E-3 3.63 2.43E-2 3.03
8× 16 4.31E-4 3.79 2.01E-3 3.60
16× 32 2.83E-5 3.93 1.76E-4 3.93
32× 64 1.68E-6 4.07 8.41E-6 4.07
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Table 5
A Poisson equation with coefficient min

(x,y)
a(x, y) ≈ 0.001.

FEM with Approximated Coefficients (1.4)
Mesh l2 error order l∞ error order
2× 4 2.78E-1 - 4.52E-1 -
4× 8 6.22E-2 2.16 2.08E-1 1.12
8× 16 1.09E-2 2.51 8.44E-2 1.30
16× 32 1.31E-3 3.05 1.81E-2 2.22
32× 64 1.08E-4 3.60 1.75E-3 3.38
64× 128 7.24E-6 3.90 1.52E-4 3.53

FEM using Gauss Lobatto Quadrature (1.7)
Mesh l2 error order l∞ error order
2× 4 2.81E-1 - 4.59E-1 -
4× 8 4.69E-2 2.58 1.37E-1 1.74
8× 16 5.06E-3 3.21 3.75E-2 1.87
16× 32 7.04E-4 2.85 7.86E-3 2.25
32× 64 6.74E-5 3.39 1.21E-3 2.70
64× 128 4.94E-6 3.77 1.17E-4 3.37

FEM with Approximated Coefficients (1.5)
Mesh l2 error order l∞ error order
2× 4 2.68E-1 - 5.48E-1 -
4× 8 2.91E-1 3.21 1.59E-1 1.78
8× 16 3.51E-3 3.05 4.02E-2 1.98
16× 32 2.86E-4 3.62 3.60E-3 3.48
32× 64 1.86E-5 3.94 2.31E-4 3.96
64× 128 1.17E-6 4.00 1.53E-5 3.91
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