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Section 5.1 Eigenvectors and Eigenvalues

Example 1: Let A =


3 �2
1 0

�
, u =


�1
1

�
, v =


2
1

�
. The images of u and v under

multiplication by A are shown in Figure .

Note that, Av is just 2v. So A only stretches v.

Definition: An eigenvector of an n⇥n matrix A is a nonzero vector x such that Ax= lx
for some scalar l .
A scalar l is called an eigenvalue of A if there is a nontrivial solution x of Ax = lx,
such an x is called an eigenvector corresponding to l .

Example 2: Let A=


1 6
5 2

�
, show that 7 is an eigenvalue of A and find the correspond-

ing eigenvectors.

1

y
EY-pair = ca , × ,

the sols of det CA -a7-1--0
A ✗ = DX

are just the e :S - vats of A.

AX - JI✗ =0 , I
is the

identitymatrix stop2 .

(A- ✗1)
'✗ = 0 The eigenvectors of A

cue just non- final sot of
the eigenvector exists , if the (A-DI / ✗ = 0 .

honey efn has a tented so / .
ceig vector -40 )

detlA¥ist :c egnot A -



eg : A= ( ; ! ) step 2 .

IF 7
det ( A- XI) = 0 A)

solve

step 1 , we
need to find ✗ (A- 71)

- ✗ = 0 **

such that *1 is true -

an non -zero solutions of #-)

det (
t - " '

6
are eigenvectors of ✗

= 7

5 ,
2-
g) = 0
-
A- N'oil some A-✗If

-

§ %) ref -4? f)
arebWe+✗z=s, ⇒ ✗1=5A-11-1×-4-30=0

N - za- 9+2-30--0 ✗ = s (f) , 51-112,5=10

I -3J -28=0
De = -4

.

4-711×+41=0 A- y, I = (
5 6

5 6)
eig-vats : d ,

= 7 & Xz = -4
.

set ✗2=5 , × , = - §s

⇒ ✗ = s /
-

¥ ) , SHR, s -40



ey : A- ( { 9) set ×, =s to be free .

step 1 .

⇒ ✗1=0

solve for Nfl ! 7) sol {✗ = s ( ? )
,

s c-112}
def /A - AI) = 0 ↳ eigen space of AFI .

3- I 0

det ( z +
g) = 0

✗2=3

Find ✗ sit .

④-311×-11=0
(A- NI) ✗

= 0

⇒ At = 1 , 92 =3

A-* =p? ;)-4¥are eig -val of A .

✗s=s, ⇒ ✗1--5
step 2 .

a-- I { ✗⇒ (Il , Stk )
Find ✗ -401 such that ↳

ey - space of Az =3 ,
CA - DII) ✗ = 0

A- III = (
3-1
,
0

2) 1-1)
= 1 : :)
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Remark: l is an eigenvalue of an n⇥n matrix A if and only if the equation

(A�l I)x = 0 (1)

has a nontrivial solution.
The set of all solutions of (1) is just the null space of the matrix A�l I, so this set is a
subspace of Rn.
It is called the eigenspace of A corresponding to l . , which consists of the zero vector
and all the eigenvectors corresponding to l .

Example 3: Let A =


3 0
2 1

�
. The eigenvalues of A are 1 and 3. Find the eigenspace

corresponding to each eigenvalue.

Theorem: The eigenvalues of a triangular matrix are the entries on its main diagonal.
Remark: The matrix A has an eigenvalue of 0 if and only if the equation

Ax = 0x (2)

has a nontrivial solution. But (2) is equivalent to Ax= 0, which has a nontrivial solution
if and only if A is not invertible. Thus
0 is an eigenvalue of A if and only if A is not invertible.

Example 4: Find the eigenvalues of the matrix

2

4
0 0 0
0 3 4
0 0 2

3

5

Theorem: If v1, · · · ,vr are eigenvectors that correspond to distinct eigenvalues l1, · · · ,lr

2

éj space = null space of (A- XI)
of a

(
A-- 1¥71 13=(-1*0)

→ upper triangular matrix .

Find a sit . by the thm

det CA - AI)=o f-d) . deff}
-9 4
0 2-41=0 ⇒ ✗1=0×2--345-2 .

e-
-J o o

det(03-94)=0 f-d) ( X-D
- (9-1)=0 diagonal entries

u o 2-9 ⇒ AKO pis ✗3=20
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of an n⇥n matrix A, then the set {v1, · · · ,vr} is linearly independent.

3


