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Abstract

The beginning of the study of the Abel-Jacobi map originates from an attempt to solve

the indefinite integral ∫
dx√

x3 + ax2 + bx+ c
. (1)

For a long time, mathematicians were unable to solve.

In the point of view of algebraic geometry, (1) can be expressed as a line integral∫ p

q

dx

y
(2)

on the cubic curve C defined by equation y2 = x3 + ax2 + bx+ c. Since C is topologically a

torus and has nontrivial homology group, the integral (2) depends on the homotopy classes

of the paths on C joining q to p. In fact, since the first homology group of C is generated by

loops γ and δ, the line integral (2) is only well-defined modulo the periods n
∫
γ
dx
y
+m

∫
δ
dx
y

,

where m,n ∈ Z. This gives definition of Abel-Jacobi map for genus one curve.

In general, the Abel-Jacobi map for a genus g curve Cg is to integrate holomorphic 1-forms

along unions of paths on Cg modulo periods. In formal language, it is a group homomorphism

sending a divisor of degree zero to the Jacobian variety of Cg. The Jacobi inversion theorem

says that the Abel-Jacobi map is surjective. Based on this fact in families, Lefschetz showed

that any integral (1, 1) class on a smooth projective surface is algebraic.

In higher dimensions, Griffiths (1969) defined an Abel-Jacobi map sending algebraic

cycles that are homologously trivial to intermediate Jacobians [30]. However, the Griffiths’
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Abel-Jacobi map is rarely surjective. This is one of the difficulties of the Hodge conjecture

in higher dimensions.

Generalizing Griffiths’ Abel-Jacobi map, Zhao (2015) defined the topological Abel-Jacobi

map, for a smooth complex projective variety X of odd dimension [63] and it has certain

surjectivity property. To define such a map, choose a projective embedding ofX. The domain

of the topological Abel-Jacobi map is extended to vanishing cycles of smooth hyperplane

sections ofX, and the target is a "smaller" intermediate Jacobian associated with the middle-

dimensional primitive cohomology of X.

In this thesis, we first compare Zhao’s definition to an alternative definition of the topo-

logical Abel-Jacobi map using extensions of the mixed Hodge structures suggested by Schnell.

Second, we study the domain of the topological Abel-Jacobi map and its compactifications.

More precisely, by deforming a hyperplane section in the universal family of smooth hyper-

plane sections of X, the integral vanishing cohomology forms a local system Hvan, whose

étale space has a distinguished component Tv containing a (primitive) vanishing cycle. Tv is

our preferred domain for the topological Abel-Jacobi map.

When X is a cubic threefold, a vanishing cycle on a hyperplane section is the difference of

two skew lines. We characterize the compactifications of Tv by understanding an irreducible

component of the Hilbert scheme of X containing a pair of skew lines. We determined when

the topological Abel-Jacobi map extends to the compactifications. Besides, we relate to the

ADE singularities on hyperplane sections of X and some Bridgeland moduli spaces.

When X is a hypersurface of P4 of degree at least four, the H2 on the hyperplane section

has a mixed type, and the vanishing cycles are not algebraic in general. We majorly focus on

the topological properties. We showed that the topology of Tv is "complicated enough" to

generate the H3(X,Q) via the topological Abel-Jacobi map. This is related to tube mapping

defined by Schnell [51].
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Chapter 1: Introduction

In this chapter, we will outline the major theorems in this thesis. In Section 1.1, we will

review the classical Abel-Jacobi map and its generalizations. We introduced two notions of

topological Abel-Jacobi maps and proved that the two notions coincide (Theorem 1).

In Section 1.2, we defined the locus of primitive vanishing cycle Tv on hyperplane sections

of an odd-dimensional smooth projective variety X, which is this thesis’s main object of

interest. When X is a smooth hypersurface of P4, we proved that the monodromy on Tv

recovers topological information of X (Theorem 2).

In Section 1.3, we assume X is a hypersurface of degree 3 in P4. We first studied the

Hilbert scheme of a pair of skew lines on X (Theorem 3). We explored various compactifi-

cations of Tv (Theorem 4), and provided interpretations of boundary points of the compact-

ifications.

1.1 Topological Abel-Jacobi Map

1.1.1 Abel-Jacobi Map for Curves

For a compact Riemann surface C, the Abel-Jacobi map is a homomorphism

A : Div0(C)→ JC (1.1)

from the group of divisors of degree zero on C to the Jacobian variety JC = H0(C,ΩC)
∨/H1(C,Z).

1



If D = (f) is a principal divisor, then A(D) = 0, because f defines a rational family

of divisors joining zeros (f)0 and poles (f)∞, and a compact complex torus has no rational

curves.

Abel’s theorem says the converse: if A(D) = 0, D is principal. As a consequence, (1.1)

induces an injection of a group homomorphism

Pic0(C) = Div0(C)/PDiv0(C)→ JC. (1.2)

The Jacobi inversion theorem implies that this is an isomorphism.

The classical proof of Abel’s theorem is to construct a meromorphic 1-form ϕ on C such

that (i) ϕ has simple poles along Dsupp, (ii) the residue of ϕ at x ∈ Dsupp is nx

2πi
where nx

is the multiplicity of x in D, (iii) ϕ has integral periods against a suitable homology basis

of C. The condition (iii) guarantees that the path integral
∫ p
q
ϕ has value differing by an

integer when choosing a different path joining q to p. It follows that f(x) = exp(2πi
∫ x
x0
ϕ)

is meromorphic on C, where x0 is a fixed point, and D = (f) guaranteed by (i) and (ii).

The construction of ϕ satisfying (i) and (ii) is a consequence of the Riemann-Roch theorem,

but the condition (iii) is vare and more difficult to construct. One needs the assumption

A(D) = 0 and the Reciprocity Law.

1.1.2 A Hodge-Theoretical Interpretation of Abel’s Theorem

From a Hodge theoretical perspective, the existence of a meromorphic 1-form ϕ on C

satisfying condition (i) and (ii) will define a mixed Hodge structure Eϕ of weight one fitting

into the exact sequence of mixed Hodge structures

0→ H1(C,Z)→ Eϕ(Z)→ Z→ 0. (1.3)

This means Eϕ(Z) is isomorphic to Z2g⊕Z as Z-modules with basis {γ∗i , . . . , γ∗g , δ∗1, . . . , δ∗g , D},

but the complexification Eϕ(C) = Eϕ(Z)⊗Z C has a (g + 1)-complex dimensional subspace

2



F 1Eϕ(C) spanned by F 1H1(C,C) consisting holomorphic 1-forms on C and the vector

(

∫
γ1

ϕ, . . . ,

∫
γg

ϕ,

∫
δ1

ϕ, . . . ,

∫
δg

ϕ, 1). (1.4)

In fact, (1.3) is a subsequence of the exact sequence 0 → H1(C,Z) → H1(U,Z) r−→

H0(Dsupp,Z) where U = C \Dsupp is the open subspace and r is the residue map. So Eϕ is

a sub-mixed Hodge structure of H1(U,Z), and the vector (1.4) is the class [ϕ] ∈ H1(U,Z) of

the meromorphic 1-form in terms of the Z-basis.

Now if, in addition, ϕ satisfies the condition (iii), i.e., the γ and δ-periods of the ϕ are

integral, Abel’s theorem can be interpreted as follows.

Proposition 1.1.1. (Abel’s theorem) if A(D) = 0, the extension sequence (1.3) of mixed

Hodge structures splits over Z.

In general, the Abel-Jacobi map (1.1) of a degree 0 divisor D can be defined via extension

sequence (1.3): Pick a meromorphic 1-form ϕ such that Res(ϕ) = D, then D̃F := [ϕ] defines

a lifting of D that preserves Hodge filtration (up to a Tate twist). One the othar hand,

we can take an integral lifting D̃Z ∈ Eϕ(Z) of D, then exactness of (1.3), the difference

D̃Z − D̃F lies in H1(C,C). Modulo the freedom of choice, the difference D̃Z − D̃F is well-

defined in H1(C,C)/F 1H1(C,C) +H1(C,Z) ∼= Pic0(C) and is the extension class [e] of the

sequence (1.3) according Carlson’s theorem. Via the intersection pairing on H1(C,Z), the

torus Pic0(C) is identified with JC, and the image [e] coincides with the Abel-Jacobi image

A(D). Now by Proposition 1.1.1, we have the following interpretation.

The Abel-Jacobi image of a degree-zero divisor D is an obstruction of

splitting the extension of mixed Hodge structures (1.3).

For higher dimensions, there is a similar story. Let X be a smooth projective variety, and

Z is an algebraic cycle of codimension r in X and is homologous to zero. Griffiths showed
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that by choosing Γ a topological (2n− 2r + 1)-chain on X with ∂Γ = Z, then the integral∫
Γ

(1.5)

defines an element in a compact torus associated to the Hodge structure on H2n−2r+1(X,Z)

referred as r-th intermediate Jacobi. This map is called the Griffiths’ Abel-Jacobi map. It

turns out that the image is determined by the mixed Hodge structure on H2r−1(X \Zsupp,Z)

and the Griffiths’ Abel-Jacobi map can also be defined similarly to the curve case.

1.1.3 Topological Abel-Jacobi Map by Zhao

Xiaolei Zhao introduced a new notion called the topological Abel-Jacobi map in his thesis

[63]. It extends Griffiths’ Abel-Jacobi map to the topological cycles. Let X be a smooth

projective variety of odd dimension 2n− 1, and let Y be a smooth hyperplane section of X.

The topological Abel-Jacobi map is a group homomorphism

A : H2n−2
van (Y )→ Jprim(X), (1.6)

sending vanishing cycles on Y to the primitive intermediate Jacobian of X at the middle

dimension. It agrees with Griffiths’ Abel-Jacobi map when vanishing cycles are algebraic.

Moreover, the map is real analytic as Y deforms in the locus of the smooth hyperplane

sections of X. Here Jprim(X) is the complex torus associated to the primitive cohomology

H2n−1
prim (X) = ker(i∗ : H2n−1(X) → H2n−1(Y )) where i : Y ↪→ X is the inclusion map and i∗

is the restriction map. Jprim(X) is isogeny to a subtorus of the intermediate Jacobian of X

associated to the middle dimensional cohomology H2n−1(X).

Explicitly, the map (1.6) is given by the following: Let ω be a closed differential (p, 2n−

1− p)-form on X with p ≥ n, and the class [ω] lies in H2n−1
prim (X). By ∂∂̄-lemma, there exists

a (p− 1, 2n− 2− p)-form σ on Y such that ∂̄∂σ = ω|Y . Let α ∈ H2n−2
van (Y,Z) whose Poincaré
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dual is represented by a closed chain γ, and Γ ⊆ X such that ∂Γ = γ, then

Aα([ω]) =

∫
Γ

ω −
∫
γ

∂σ. (1.7)

Note that this is just adding a correction term on the Griffiths integral (1.5) to make the

the map (1.6) well-defined on topological cycles.

In fact, the sum of the two integrals above is a topological pairing between the relative

cohomology class (ω, ∂σ) and relative homology class (Γ, γ) via the Poincaré pairing

H2n−1(X,C)×H2n−1(X,C)→ C. (1.8)

1.1.4 Topological Abel-Jacobi and Mixed Hodge Structures

Schnell proposed a different way to construct a topological Abel-Jacobi map using the

R-splitting property of the mixed Hodge structure on H2n−1(X \ Y ) [50]. More explicitly,

there is a short exact sequence of mixed Hodge structures

0→ H2n−1
0 (X)→ H2n−1(X \ Y )

r−→ H2n−2
van (Y )→ 0, (1.9)

where H2n−1
0 (X) is the cokernel of the Gysin homomorphism H2n−3(Y )→ H2n−1(X), and r

shifts the weights by (−1,−1).

H2n−1
0 (X) and H2n−2

van (Y ) inherit pure Hodge structures of weight 2n − 1 and 2n − 2

respectively. H2n−1(X \Y ) has a canonical mixed Hodge structure with weight concentrated

on the level 2n− 1 and 2n.

According to Deligne, the mixed Hodge structure H2n−1(X \ Y ) is R-splitting, meaning

that there is a canonical sR : H2n−2
van (Y,R) → H2n−1(X \ Y,R) splitting the exact sequence

(1.9) in the sense that such that r ◦ s = Id and s shifts weight by (1, 1) after tensoring with

C.

Now, let α ∈ H2n−2
van (Y,Z) and sZ(α) ∈ H2n−1(X \ Y,Z) such that r(sZ(α)), then sZ(α)−

sR(α) ∈ H2n−1
0 (X,R) by exactness of (1.9). Modulo the freedom of choice of Z-lifting sZ(α),
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the difference

sZ(α)− sR(α) (1.10)

is well-defined in the real torus J0(X,R) = H2n−1
0 (X,R)/H2n−1(X,Z).

Definition 1.1.2. α 7→ sZ(α) − sR(α) ∈ J0(X,R) is called the real topological Abel-Jacobi

map.

Schnell asked

Question 1.1.3. [50] Is the real topological Abel-Jacobi map (1.10) defined by Schnell the

same as the topological Abel-Jacobi map (1.6) defined by Zhao?

We need to identify their targets to compare the two topological Abel-Jacobi maps. In

fact, there are isomorphisms between real tori

ϕ : J0(X,R) ∼= H2n−1
prim (X,R)/H2n−1(X,Z) ∼= F nH2n−1

prim (X,C)/H2n−1(X,Z). (1.11)

We answered the question affirmatively:

Theorem 1. For any α ∈ H2n−2
van (Y,Z), ϕ(sZ(α) − sR(α)) = A(α). In other words, the

real topological Abel-Jacobi map defined by Schnell and Zhao’s topological Abel-Jacobi map

coincide.

1.2 Tube Mapping

As Y varies in the open locus Osm consisting of smooth hyperplane sections of X, there

is a Z-local system H2n−2
van whose stalk at t is the vanishing cohomology H2n−2

van (Y,Z). Let T

denote the underlying analytic space of H2n−2
van , then there is a covering map

T → Osm, (1.12)
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and a real analytic map f : T → JprimX. It induces the map between fundamental groups:

f∗ : π1(T, t0) := ⊕i∈Iπ1(Ti, t̃i0)→ π1(JprimX) = H2n−1(X,Z)prim, (1.13)

where I is the index set of connected components of T and t̃i0 ∈ Ti is a base point over

t0 ∈ Osm. (1.13) is called tube mapping. Schnell showed that

Lemma 1.2.1. [51] The image of the tube mapping Im(f∗) is cofinite.

Interpreting differently, note that π1(T, t0) consists of pairs (α, γ) ∈ H2n−2
van (Y,Z) ×

π1(Osm, t0) such that γ · α = α, so the trace of flat translate of a class α along a loop γ

produces a n-cycle A on X, so what Lemma 1.2.1 means is that the set of "tubes" over a class

α ∈ H2n−2
van (Y,Z) generate a full rank sublattice of the primitive homology H2n−1(X,Z)prim.

T has infinitely many connected components. Among these components, there is a distin-

guished component Tv, consisting of a vanishing cycle δ, the class of the sphere x21+· · ·+x2n =

ε in the neighborhood z21 + · · · + z2n = ε of hypersurface Yε, and Y0 has an ordinary node.

We’re interested in the topology of the component Tv. Topologically, the manifold Tv is a

covering space of Osm consisting of flat translates of a vanishing cycle α.

Definition. We call a class α ∈ H2n−2
van (Y,Z) to be a primitive vanishing cycle on Y if α is a

flat translate to δ. We call Tv the locus of primitive vanishing cycles on (smooth) hyperplane

sections of X.

If we restrict the topological Abel-Jacobi to the component Tv. The real analytic map

fv : Tv → JprimX, (1.14)

induces the tube mapping

(fv)∗ : π1(Tv, tv)→ π1(JprimX) = H2n−1(X,Z)prim. (1.15)

We showed that
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Theorem 2. When X is a smooth hypersurface of degree ≥ 3 in P4, then the image Im((fv)∗)

of the tube map (1.15) has full rank.

Equivalently, we showed that the tubes over vanishing cycles generate a full rank sublat-

tice of H3(X,Z) when X is a smooth hypersurface of P4.

The proof of this theorem relies on the key fact that the component Tv of primitive

vanishing cycles is invariant under monodromy as X varying in the set of smooth hyperplane

sections of a smooth projective variety X of one dimensional higher. Then, a degeneration

argument reduces to deg(X) = 3 case.

1.3 Locus of Primitive Vanishing Cycles on Hyperplane Sections of
Cubic Threefold

When the hypersurface has degree 3, our X is a cubic threefold. It turns out that a

primitive vanishing cycle α on a hyperplane section of X can be written as a difference

α = [L1]− [L2], where L1 and L2 is a pair of skew lines on X.

The set of projective lines on the cubic threefold X is parameterized by a smooth surface

F . The intermediate Jacobian JX = F 2H3(X,C)∨/H3(X,Z) of X is a principally polarized

abelian variety of dimension 5, and there is an Abel-Jacobi map

ψ : F × F → JX, (L1, L2) 7→
∫ L1

L2

. (1.16)

Clemens and Griffiths [19] first studied it, and showed that (1.16) is generically 6-to-1

onto the theta divisor Θ of JX.

The proof of Theorem 2 for the degree 3 case relies on the understanding of the interplay

between the topological Abel-Jacobi map (1.14) and the Abel-Jacobi map (1.16).

In fact, by noticing a pair of skew lines on X determines a hyperplane by spanning it,

there is an open dense subspace M of F × F consisting of pairs of skew lines and that the

restriction of (1.16) toM factors through
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M e−→ Tv
fv−→ JX, (1.17)

where e is a 6-to-1 cover by sending (L1, L2) to the class [L1] − [L2]. fv coincides with the

topological Abel-Jacobi map defined in (1.6).

But our interest is more than that. The motivation of the rest of the research is to answer

the following question.

Question. Is there a (natural) compactification of Tv so that the topological Abel-Jacobi map

(1.14) extends? What is the interpretation of boundary points of the compactification?

In fact, understanding the compactification of the component Tv relies on the under-

standing of the compactification ofM.

1.3.1 Hilbert Scheme of a Pair of Skew Lines

SinceM parameterizes pairs of skew lines, there is a 2-to-1 cover

M→ Hilb(X), (L1, L2) 7→ OL1∪L2 (1.18)

to the Hilbert scheme ofX. The image is an open dense subspace of an irreducible component

H(X) of Hilb(X).

Definition. H(X) is called the Hilbert scheme of a pair of skew lines on X.

Theorem 3. H(X) is smooth and is isomorphic to the blowup Bl∆Sym2F of the symmetric

product Sym2F along the diagonal.

The proof is based on the work of Hilbert scheme of a pair of skew lines in projective

spaces [16] (the paper studied Hilbert scheme of a pair of codimension two subspaces) and

the work on the Abel-Jacobi map on cubic threefolds [19], as well as the characterization of

theta divisor [7].
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In fact, H(X) parameterizes four types of schemes:

(I): A pair of skew lines.

(II): First order infinitesimal neighborhood of a line in a quadric surface.

(III): Pair of incident line with an embedded point supported at the intersection.

(IV): First order infinitesimal neighborhood of a line in a P2 together with an embedding

point on the line.

Type (I) is reduced; Type (III) is supported on a pair of incident lines, while Type (II)

and (IV) are supported on a single line.

The scheme of each of the four types is contained in a hyperplane P3 and uniquely

determines that hyperplane. This describe how Sym2F \∆ parameterizes type (I) and (III)

schemes. Since the exceptional divisor of Bl∆Sym2F is a P1-bundle over ∆ ∼= F , the proof

of Theorem 3 relies on understanding how this P1-bundle on F parameterizes type (II) and

(IV) schemes and how they match up to the normal directions corresponding to points on

F .

According to Beauville [7], Θ has a unique singularity 0, and the projective tangent cone

of Θ at 0 is isomorphic to the cubic threefold X itself. In particular, the blow-up Bl0(Θ) of

Θ at 0 is smooth and the exceptional divisor is isomorphic to X. The Abel-Jacobi map ψ

(1.16) extends to the blowup

Bl∆F
(F × F ) Bl0Θ Bl0JX

F × F Θ JX

ψ̃

ψ

(1.19)

We call ψ̃ the extended Abel-Jacobi map.
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Lemma 1.3.1. The restriction of the extended Abel-Jacobi map ψ̃ on the exceptional divisor

is identified to

PTF ∼= {(t, x) ∈ F ×X|x ∈ Lt} → X, (1.20)

where the second map is given by (t, x) 7→ x and the first map α is an isomorphism of P1-

bundle which is described by the following: when Lt is a line of the first type (normal bundle

is OLt ⊕OLt), α(Lt, v) is the unique point on Lt which is the tangent point of the Hv on X

along Lt; When Lt is a line of the second type (normal bundle is OLt(−1)⊕OLt(1)), α(Lt, v)

is the conjugate point of zero locus of v.

Here a conjugate point of p on a line of the second type L is the unique point q ∈ L such

that TpX = TqX.

As a consequence of Theorem 3, a branched double cover H̃(X) of H(X) is identified

with Bl∆F
(F ×F ), is a compactification ofM. H̃(X) can be interpreted as a nested Hilbert

scheme or simply a "Hilbert scheme" of a pair of ordered skew lines. Also, each type of

scheme is contained in a unique hyperplane. Therefore, the fiber of the projection

H(X)→ (P4)∗ (1.21)

can be interpreted as Hilbert scheme of a pair of skew lines on a cubic surface.

Proposition 1.3.2. The fiber of (1.21) is finite over H when X ∩ H has at worst ADE

singularities. The fiber is Sym2E when X ∩H is a cone over elliptic curve E.

This will help find the fiber of Bl∆F
(F × F ) → (P4)∗, which is used in the proof of

Theorem 4 and Proposition 1.3.5.
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1.3.2 Compactifications of Tv

Let Osm denote the open subspace of (P4)∗ parameterizing smooth hyperplane sections

of X. According to (1.17), there is a connected 72-to-1 covering space

π : Tv → Osm, (1.22)

whose fiber at t is identified with the set

{α ∈ H2(St,Z)|α · α = −2, α · h = 0}, (1.23)

where h is the hyperplane class and St = X ∩Ht is a hyperplane section. Our goal in this

section is to understand the compactifications of Tv.

Due to a theorem of Stein [56], Tv admits a unique normal completion T̄v together with

a finite map

π̄ : T̄v → (P4)∗ (1.24)

extending π. So the boundary points of T̄v can be regarded as vanishing cycles "in the limit".

Due to a theorem of Stein [56], Tv admits a unique normal completion T̄v such that

π̄ : T̄v → (P4)∗ is finite and extends π. So the boundary points of T̄v can be regarded as

vanishing cycles "in the limit" as hyperplane sections become singular.

We answered the first half of the question by relating T̄v to the theta divisor Θ of the

intermediate Jacobian JX of X. We showed that

Theorem 4. There is a birational morphism Bl0(Θ)→ T̄v contracting finitely many elliptic

curves that are in 1-1 correspondence with the Eckardt points on X.

Here an Eckardt point p ∈ X is a point where infinitely many lines on X pass through p.

(In fact, these lines are parameterized by an elliptic curve E) A smooth cubic threefold has

at most finitely many Eckardt points, and a general cubic threefold has no Eckardt point.
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Corollary 1.3.3. When X is general and has no Eckardt points, T̄v is smooth and isomorphic

to Bl0(Θ).

In [44], the authors find a hyperkähler variety Z of dimension 8, whose general point

parameterizes rational equivalent classes of twisted cubics on a smooth cubic fourfold W . In

fact, the space T̄v that we considered is the restriction of Z to a cubic threefold as a smooth

hyperplane section of W . According to [55], T̄v is a Lagrangian subvariety of Z. So Theorem

4 can be regarded as a characterization of certain Lagrangian subvarieties of a hyperkähler

variety.

As for the extension of the topological Abel-Jacobi map, one notes by Corollary 1.3.3,

when X is general, the extension is just Bl0(Θ) → Θ → JX (see the diagram (1.19)).

However, when X has Eckardt points, the elliptic curves Ci in Theorem 4 are transversal to

the exceptional divisor. They are therefore mapped isomorphically onto its image in JX.

But on the other hand, Ci is contracted in T̄v, which prevents any possibility of extension to

the entire T̄v over the Eckardt hyperplane. In sum, we have

Proposition 1.3.4. The topological Abel-Jacobi map (1.17) fv : Tv → JX extends to T̄v if

and only if X has no Eckardt points.

However, we are looking for an alternative way to compactify the locus of primitive van-

ishing cycles Tv. We blow up O = (P4)∗ at points corresponding to the Eckardt hyperplanes

and denote the resulting space as Õ. Stein’s theorem [56] implies again that there exists a

unique normal algebraic variety T̃v finite over Õ, and extends (1.22). The space T̃v captures

the information of the limiting points of the primitive vanishing cycles along a pencil through

an Eckardt hyperplane.

To describe the relationship between the compactifications, two compactifications are the

same for general cubic threefolds. In general, when X is smooth and has Eckardt points,
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T̃v is the normalization of the fiber product T̄v ×O Õ. In other words, two spaces agree over

O \ ∪i{Hi}, where Hi’s are Eckardt hyperplanes of X. T̃v is obtained by replacing finitely

many points from T̄v with certain divisors.

Proposition 1.3.5. There is a morphism f̃v : T̃v → Bl0JX extending the topological Abel-

Jacobi map (1.17).

We can describe the morphism f̃v explicitly by the following: Since T̃v → Õ is finite, a

point a ∈ T̃v corresponds to a point u on the exceptional P3 ⊆ Õ over the Eckardt hyperplane

H0 ∈ O. Then u corresponds to a a pencil Lu of hyperplanes through the Eckardt hyperplane

H0. Let t be the parameter space on Lu and t = 0 corresponds to H0, then p lies in (up to

normalization) the specialization of the fiber π̄−1(t), as t→ 0.

From the point of view of the Hilbert scheme, π̄−1(t) is a finite quotient of Hilbert scheme

of a pair of ordered skew lines H̃(X ∩Ht) on the hyperplane section X ∩Ht. The extended

topological Abel-Jacobi image f̃v(a) is determined by the extension of the Abel-Jacobi image

of H̃(X) ∼= Bl∆F
(F × F ) restricted to a hyperplane (and lifted to Bl0JX). But this map is

described in the first row of the diagram (1.19), except that we restrict to a pencil Lu.

Since X∩H0 is a cone over an elliptic curve E, the limit scheme of H(X∩Ht) as t→ 0 is

a finite subscheme of Sym2E (fiber of (1.21)). Similarly, its natural double cover H̃(X ∩Ht)

is a finite subscheme S of E × E.

The Eckardt cone X ∩H0 only contains type (III) and (IV) schemes. Then any Z ∈ S

corresponds to a type (III) scheme with an order or a type (IV) scheme. When Z is of

type (III) with an order, the Abel-Jacobi image of Z is the difference between the two

lines as described by (1.16) whose image is off the singularity of Θ. When Z has type

(IV), the Abel-Jacobi image is 0 ∈ JX, and it lifts to a point on Bl0JX which can be

described through (1.20) corresponding to the following: The scheme Z has an embedded

point supported at p ∈ L, whose the conjugate point p̄ is a unique point on the same line
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such that TpX = Tp̄X (as described in Lemma 1.3.1). Then the extended Abel-Jacob image

of Z is just p̄ ∈ X ⊆ Bl0(Θ) on the exceptional divisor. So if the original a ∈ T̃v lifts to

Z ∈ H̃(X ∩H0) described above, then f̃v(a) = p̄.

Theorem 4 and Proposition 1.3.5 together answer the first part of the Question 1.3.

1.3.3 Interpretation of Boundary Points

To answer the second half of the Question 1.3, we found some intriguing relationship

between the boundary points of T̄v and the geometry of the singularities of the cubic surfaces

SH arising from the hyperplane sections of X.

First, for a smooth cubic surface S, the set of primitive vanishing cycles on S (1.23) is

identified with the root system R(E6) of the Lie algebra E6. So π : Tv → Osm (1.22) can

be regarded as deforming root system of E6 that are parameterized by smooth hyperplane

sections of a smooth cubic threefold X. Consequently, the monodromy group of π is a

subgroup of the Weyl group W (E6). According to [54, VI.20] and [17, Theorem 0.1], the

monodromy group is the entire Weyl group W (E6). From this point of view, we can regard

the boundary points of T̄v can be interpreted as the degeneration of root system R(E6).

More precisely, let SH be a singular cubic surface corresponding to a hyperplane H ∈

(P4)∗ \ U . Due to the classification results of cubic surfaces, SH has either (i) ADE singu-

larities or (ii) an elliptic singularity.

In case (ii), π̄−1(H) is just one point. For case (i), we consider the minimal resolution

σ : S̃ → S, then S̃ is a weak del Pezzo surface and its root system is isomorphic to R(E6) (cf.

[22, Cha. 8]). Let We be the subgroup of the Weyl groups of E6 generated by the reflections

corresponding to the effective (−2)-curves on S̃ over the singular points of S. We
∼=

∏
iWi

splits into the direct product of Weyl groups, where Wi is the Weyl group of the Lie algebra

corresponding to the singularity pi on SH .
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Let B be an open neighborhood of H ∈ (P4)∗, and let Bsm = B ∩Osm, pick a base point

t′ ∈ Bsm, then we have the monodromy representation

ρ : π1(B
sm, t′)→ W (E6). (1.25)

Definition 1.3.6. Call Im(ρ) the local monodromy group of SH .

Proposition 1.3.7. The local monodromy group of SH is isomorphic to We.

We acts on the root system R(E6) and we denote R(SH) := R(E6)/We.

Corollary 1.3.8. If SH has ADE singularities, the fiber π̄−1(H) of the map (1.24) is iden-

tified with the orbit space R(SH).

The orbit space R(SH) was originally defined in [44] and is used to parameterize the

reduced Hilbert scheme of generalized twisted cubics on SH .

The fiber T̄v → O over a Eckardt hyperplane H0 is a single point. Equivalently, the local

monodromy group of X ∩H0 is the entire monodromy group W (E6). The interpretation of

boundary points of T̃v over the exceptional P3 are described below the Proposition 1.3.5.
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Chapter 2: Topological Abel-Jacobi Map

In this chapter, we study various notions of Abel-Jacobi maps, including classical Abel-

Jacobi map for curves, Griffiths’ Abel-Jacobi map in higher dimensions, and two versions of

topological Abel-Jacobi maps. Our main theorem is the Theorem 2.5.6, which declares two

definitions of the topological Abel-Jacobi maps are the same.

In Section 2.1, we review the construction of the Abel-Jacobi map for curves and some

classical results, including Abel’s theorem (Theorem 2.1.3) and Jacobi Inversion theorem

(Theorem 2.1.8). In Section 2.2, we review the definition of mixed Hodge structures. We

provide an alternative construction of the Abel-Jacobi map (Theorem 2.2.13) based on Carl-

son’s theory on extensions of mixed Hodge structures [13]. Consequently, we provide an

alternative interpretation of Abel’s theorem (Theorem 2.1.7). In Section 2.3, we review Grif-

fiths’ construction of the Abel-Jacobi map in higher dimensions for algebraic cycles that are

homologously trivial [30].

In Section 2.4, we introduce a notion called the topological Abel-Jacobi map defined by

Zhao. It generalizes Griffiths’ Abel-Jacobi map to topological cycles [63]. In Section 2.5,

Schnell proposed an alternative definition of the topological Abel-Jacobi map. In Section

2.6, we showed that the two definitions on topological Abel-Jacobi maps are the same. In

Section 2.7, we review Topologcal Jacobi Inversion theorem (Theorem 2.7.2) proved by Zhao

[63].
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2.1 Abel’s Theorem for Compact Riemann Surfaces

2.1.1 Compact Riemann Surfaces

A smooth projective curve X over the complex field C, more commonly known as a com-

pact Riemann surface, is a real two-dimensional compact oriented surface without boundary.

It is topologically classified by its genus, i.e., the number of the "holes", but the tangent

space at each point has a preferred J-operator, which rotates each tangent vector by 90-

degrees compatible with the orientation of the surface. J defines a complex structure on the

compact surface X.

This complex structure also defines a Hodge structure on its first cohomology group

H1(X,Z), namely by complexifying the space, there is a g-dimensional complex subspace

H1,0(X) ⊆ H1(X,C), where H1,0(X) = H0(X,ΩX) is the space of holomorphic 1-forms on

X. Moreover, the space H0,1(X) = H1,0(X) consists of all anti-holomorphic 1-forms is also

a complex subspace of H1(X,C). The Hodge decomposition theorem says that there is a

isomorphism

H1(X,C) ∼= H1,0(X)⊕H0,1(X)

as complex vector spaces.

There is a Jacobian variety J(X) associated to the Hodge structure H1(X,Z):

J(X) = H1,0(X)∨/H1(X,Z),

where the inclusion H1(X,Z) ↪→ H1,0(X) is given by sending γ to the linear functional

ω 7→
∫
γ
ω and they are called periods. More specifically, let’s choose a sympelctic basis

γ1, . . . , γg, δ1, . . . , δg for H1(X,Z), in other words, a basis such that

γi · δj = δij, γi · γj = 0, δi · δj = 0. (2.1)
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We can normalize and choose a basis ω1, . . . , ωg for H1,0(X) such that∫
γi

ωj = δij. (2.2)

Then we obtain a g × 2g-matrix

Λ = [Idg×g|Ω] =


1 0 · · · 0

∫
δ1
ω1

∫
δ2
ω1 · · ·

∫
δg
ω1

0 1 · · · 0
∫
δ1
ω2

∫
δ2
ω2

∫
δg
ω2

...
...

...
...

...
...

0 0 · · · 1
∫
δ1
ωg

∫
δ2
ωg · · ·

∫
δg
ωg

 . (2.3)

Ω is called the period matrix and satisfies the Riemann’s bilinear relations:

Ωt = Ω, and Im(Ω) > 0. (2.4)

The column vectors of Λ define a full rank lattice of Cg. So the quotient Cg/Λ is a complex

torus.

Proposition 2.1.1. The Jacobian variety J(X) is isomorphic to Cg/Λ.

Let Div0(X) be the group of the divisors of degree zero on X. Then there is a group

homomorphism

A : Div0(X)→ J(X), (2.5)

called the Abel-Jacobi map obtained by sending a degree-zero divisor D =
∑

i(pi− qi) to the

point on the torus (∑
i

∫ pi

qi

ω1, . . . ,
∑
i

∫ pi

qi

ωg
)
. (2.6)

Then the map is well-defined since by choosing different paths joining qi to pi, or permuting

the order of the positive and negative part of the divisor, the integral (2.6) differs by an

integral combination of
∫
γi

and
∫
δi
.
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2.1.2 Abel’s Theorem

We can define an equivalence relation on the group Div(X) of divisors on X by D ∼ E

if and only if D = E + (f), where (f) is the divisor associated to a meromorphic function f

on X. Such a divisor is called a principal divisor, and its degree is always zero by Residue

Theorem. We denote the set of all principal divisors by PDiv0(X), which forms a subgroup

of Div0(X). One defines the divisor class group Div0(X)/PDiv0(X). It is isomorphic to

the group Pic0(X) of equivalent classes of line bundles of degree zero.

Proposition 2.1.2. The Abel-Jacobi image of a principal divisor is zero.

Proof. A principal divisor (f) can be seen as the pullback f−1(0) − f−1(∞) from a holo-

morphic map f : X → P1. On the other hand, ψt = [x0 : −tx0 + x1] defines a P1-family of

morphism from P1 → P1, which is identity at t = 0 and has constant value ∞ at t =∞. So

ft := ψt◦f defines a rational family of degree zero divisors f−1
t (0)−f−1

t (0) = f−1(t)−f−1(∞)

parameterized by t ∈ P1. Restrict the Abel-Jacobi map to this family, it defines a homomor-

phic map F : P1 → J(X). Since π1(P1) = 0 so F factors through the universal covering map

Cg → Cg/Λ = J(X). However, any holomorphic map F̃ : P1 → Cg has to be constant as a

result of the maximum modulus principle. It follows that F is a constant map. Finally, at

t =∞, it is the zero divisor, whose image under Abel-Jacobi map is zero, so the Abel-Jacobi

image of the divisor at t = 0 has also to be zero.

Abel’s Theorem claims the converse.

Theorem 2.1.3. (Abel) If A(D) = 0, then D is a principal divisor.

We will follow the proof in [29, p.232] and [31, Chapter 5]. First, for a meromorphic

function f , its divisor can be expressed as (f) =
∑

i(pi − qi), or
∑

k njxk with xk’s being
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distinct points and
∑

k nk = 0. Then the meromorphic 1-form

ϕ =
1

2π
√
−1

d log(f) =
1

2π
√
−1

df

f
,

satisfying the following properties:

(a) (ϕ)∞ =
∑
i

xi, namely, ϕ has simple poles along each xi for all i;

(b) Resxi(ϕ) =
ni

2π
√
−1

for all i; (2.7)

(c)

∫
γj

ϕ,

∫
δj

ϕ ∈ Z, j = 1, . . . , g.

Conversely, we have the following.

Proposition 2.1.4. let ϕ be any meromorphic 1-form on X satisfying the three properties

in (2.7), then by choosing q ∈ X a point different from xi for all i,

f(p) = exp(2π
√
−1

∫ p

q

ϕ) (2.8)

is a well-defined meromorphic function on X with (f) =
∑

i nixi.

Proof. First f is a well-defined holomorphic function on X \∪i{xi}: the difference of integral

along two paths l, l′ joining q to p is a integral combination of
∫
γi
ϕ,

∫
δi
ϕ and ni, so is an

integer by assumption. Since the exp(2π
√
−1n) = 1 for any integer n, the function f is

well-defined holomorphic function on X as long as p is not on the support of (ϕ)∞.

Next, let z be a local coordinate of xi with z(xi) = 0, and let q0 be a base point around

xi and z(q0) = z0 ̸= 0, then ϕ = ni

2π
√
−1

dz
z
+ h(z)dz, where h(z) is a holomorphic function.

Then

f(z) = exp
(
2π
√
−1

∫ p

q

ϕ
)

= exp
(
2π
√
−1

∫ q0

q

(ϕ+

∫ p

q0

ϕ)
)

= exp
(
2π
√
−1(

∫ q0

q

ϕ+

∫ z

z0

ni

2π
√
−1

dz

z
+

∫ z

z0

h(z)dz)
)
.
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Since
∫ z
z0

dz
z
= ln(z)− ln(z0), we obtain

f(p) = zniH(z),

whereH(z) is a non-vanishing holomorphic function, so f is meromorphic, and (f) =
∑

i nixi.

Next, we will prove an integral formula called Reciprocity Law. We first pick a symplectic

basis γi, δj, 1 ≤ i, j ≤ g for H1(X,Z) as in (2.1). Realize these cycles as closed loops. Cutting

along these loops which are also denoted as γi, δi, we get a polygon P with 4g edges ordered as

{γ1, δ1, γ−1
1 , δ−1

1 , . . . , γg, δg, γ
−1
g , δ−1

g }. The compact Riemann surface X = P/ ∼ is obtained

by gluing edges γi to γ−1
i , and δi to δ−1

i with the specified orientation for each i = 1, . . . , g.

We have X \ ∪i(γi ∪ δi) is identified with the interior P ◦ of P .

Figure 2.1: Polygon Model of Compact Riemann Surfaces

Fix a base point x0 ∈ P ◦. For ω ∈ H0(X,ΩX), the integral u(x) =
∫ x
x0
ω defines a

holomorphic function on P 0 and extends continuously to the entire polygon P . Then du = ω.

For any x ∈ γi and the corresponding point x′ ∈ γ−1
i identified on X, by Cauchy integral

formula, one has

u(x)− u(x′) = −
∫
δi

ω. (2.9)
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Similarly, for any x ∈ δi and x′ ∈ δ−1
i identified on X, one has

u(x)− u(x′) =
∫
γi

ω. (2.10)

Let η be a meromorphic 1-form on X. Assume that all poles {xi}Ni=1 of η are simple and

are contained in P ◦ \ {x0}. Then by Residue theorem∫
∂P

uη = 2π
√
−1

N∑
k=1

Resxk(η)

∫ xk

x0

ω. (2.11)

On the other hand, by (2.9) and (2.10), one can compute the integral
∫
∂∆
uη explicitly:

∫
∂∆

uη =
∑
i

∫
γi+γ

−1
i

uη +
∑
i

∫
δi+δ

−1
i

uη

= −
∑
i

∫
δi

ω

∫
γi

η +
∑
i

∫
γi

ω

∫
δi

η.

Together with (2.11), we obtain

Proposition 2.1.5. (Reciprocity Law)

g∑
i=1

( ∫
δi

ω

∫
γi

η +

∫
γi

ω

∫
δi

η
)
= 2π

√
−1

N∑
k=1

Resxk(η)

∫ xk

x0

ω. (2.12)

Apply to η being a holomorphic 1-form and its conjugation (adopting the proof of Propo-

sition 2.1.5 for ¯eta), one obtains the Riemann bilinear relations (2.4).

Now we’re ready to prove Abel’s Theorem.

Proof of Theorem 2.1.3. According to Proposition 2.1.4, it suffices to construct a meromor-

phic one form ϕ satisfying the three properties in (2.7).

Step 1. We’ll first construct meromorphic 1-form ϕ satisfying condition (a) and (b) in

(2.7). This is a Mittag-Leffler type problem, and such ϕ is called a differential of the third

kind. Suppose D =
∑d

i=1(pi − qi) for some d ∈ Z+. We’ll show that for each i, there is a
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meromorphic one form ϕi such that

(a) (ϕi)∞ = pi + qi;

(b) Respi(ϕi) =
1

2π
√
−1

, Resqi(ϕi) = −
1

2π
√
−1

. (2.13)

The existence of such ϕi is guaranteed by Riemann-Roch theorem: dimH0(X,ΩX(pi+qi)) =

2g + 1 − g + dimH0(X,ΩX(−pi − qi)) = g + 1 whenever pi ̸= qi. So H0(X,ΩX(pi + qi))

contains H0(X,ΩX) as a proper subspace. By choosing a generic ϕ̃i ∈ H0(X,ΩX(pi + qi)),

then Respi(ϕ̃i) is nonzero and has opposite sign to Resqi(ϕ̃i). Normalizing by a nonzero

constant, we obtain ϕi satisfying properties (a) and (b) in (2.13).

Then ϕ =
∑d

i=1 ϕi is a meromorphic 1-form satisfying condition (a) and (b) in (2.7).

Step 2. Now, the missing part is to include the condition (c) in (2.7). We need to adjust

ϕ by adding a holomorphic 1-form to have integral periods. Note that by doing this, the

conditions (a) and (b) in (2.7) will be preserved. Also, since H1,0(X)∩H1(X,Z) = {0}, this

adjustment will be unique.

First of all, we adjust ϕ by a holormorphic 1-form so that it has no γ-periods. Recall

ω1, . . . , ωg is a normalized basis ofH0(X,ΩX) with respect to the symplectic basis ofH1(X,Z)

by equations (2.2). We define

ϕ′ = ϕ−
g∑
i=1

(

∫
γi

ϕ)ωi.

Then we have ∫
γi

ϕ′ = 0, i = 1, . . . , g. (2.14)

Clearly ϕ′ satisfy the same conditions (a) and (b) in (2.7) as ϕ′. We will further adjust

ϕ to make its δ-periods integral and ensure the integrality of γ-periods. We can assume

that the assumption of Proposition 2.1.5 is satisfied. Namely, all poles of ϕ′ are contained

in the interior of the 4g-polygon P and distinct from a prescribed base point x0 by choosing

the symplectic basis suitably. Now apply the Reciprocity Law (2.12) to ϕ′ and ωi, use the
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identities (2.2) and (2.14) we get ∑
k

∫ pk

qk

ωi =

∫
δi

ϕ′. (2.15)

Note that the left-hand side of (2.15) is the i-th coordinate of the Abel-Jacobi image

lifted to Cg, which by assumption is an integral linear combination

ai +

g∑
j=1

bj

∫
δj

ωi, (2.16)

where a1, . . . , ag, b1, . . . , bg ∈ Z. Since the period matrix is symmetric (2.4), one has
∫
δj
ωi =∫

δi
ωj. Combine (2.15) and (2.16), one obtains the identity∫

δi

ϕ′ = ai +

∫
δi

( g∑
j=1

bjωj
)
, i = 1, . . . , g. (2.17)

Now we modify ϕ′ by defining

ϕ′′ = ϕ′ −
g∑
j=1

bjωj.

It is immediate to check that the periods∫
γi

ϕ′′ = bi, and
∫
δi

ϕ′′ = ai

are integers for all i = 1, . . . , g, so all the conditions in (2.7) are satisfied for ϕ′′. By Propo-

sition 2.1.4, exp(2π
√
−1

∫ x
x0
ϕ′′) defines a meromorphic function whose associated divisor is

D.

2.1.3 Mixed Hodge Structure Interpretation

In this section, we’ll see another description of Abel’s theorem using extensions of certain

mixed Hodge structures.

X is again a compact Riemann surface, and D =
∑

i(pi − qi) a divisor of degree zero.

Let Z = Z[D] be the free Z-module formally generated by D. We can consider an exact

sequence of Z-modules:

0→ H1(X,Z)→ E
r−→ Z→ 0. (2.18)
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Since H1(X,Z) is free of rank 2g and Ext1Z(Z,Z2g) = 0, E is isomorphic to Z2g+1 as

Z-modules.

Now we complexify the sequence and consider Hodge filtrations: Since H1(X,C) has a

complex subspace F 1H1(X,C) = H1,0(X), we want to define a subspace F 1EC of EC such

that the sequence

0→ F 1H1(X,C)→ F 1EC → C→ 0 (2.19)

is exact. This amounts to picking a element D̃ ∈ EC, such that r(D̃) = D: The span of

D̃ with F 1H1(X,C) will define F 1EC. Conversely, any g + 1-dimensional subspace of EC

containing F 1H1(X,C) as a g-dimensional subspace will produce a sequence (2.19). The

sequence (2.18) and (2.19) together define a mixed Hodge structure on E.

Putting more concretely, E ∼= Z2g+1 is a free abelian group with a basis

{γ∗1 , . . . , γ∗g , δ∗1, . . . , δ∗g , D}. (2.20)

There is a g-dimensional subspace of C2g+1 = Z2g+1⊗ZC whose first 2g coefficents in the

basis (2.20) above are given by the row vectors vi of [Id|Λ] in (2.3), and the last coefficient

is 0. The span of v1, . . . , vg is F 1H1(X,C).

By Riemann-Roch theorem, there is a meromorphic 1-form ϕ on X with poles of the first

order along pi, qi’s and satisfies the condition (a) and (b) in (2.7). Any two choices of such

meromorphic 1-form differ by a holomorphic 1-form. The meromorphic 1-form ϕ defines a

class [ϕ] in H1(U,C). Express the class in terms of the basis (2.20), one has

[ϕ] = c1γ
∗
1 + · · · cgγ∗g + d1δ

∗
1 + · · ·+ dgδ

∗
g +D,

where ci =
∫
γi
ϕ and di =

∫
δi
ϕ for i = 1, . . . , g.

Now, from the point of view of mixed Hodge structure, the class [ϕ] mentioned above

defines a (g + 1)-dimensional C-vector subspace of C2g+1 and fits into the exact sequence

(2.19), therefore it follows that
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Proposition 2.1.6. A degree zero divisor D =
∑

i(pi − qi) on a compact Riemann surface

X defines a extension of mixed Hodge structure

0→ H1(X,Z)→ Eϕ → Z→ 0, (2.21)

where ϕ is a meromorphic 1-form with poles of first order and satisfies that Res(ϕ) = D.

In our proof of Theorem 2.1.3 earlier, the condition that A(D) = 0 implies the existence

of meromorphic 1-form satisfying (2.7). Equivalently, it states that

[c1, . . . , cg, d1, . . . , dg] ∈ Z2g mod Cv1 ⊕ · · · ⊕ Cvg. (2.22)

In fact, there is a unique meromorphic 1-form whose periods ci, di for all i = 1, . . . , g are

integers. Our proof in Theorem 2.1.3 is based on finding such meromorphic 1-form explicitly.

The condition (2.22) will imply that the Hodge filtration F 1Eϕ(C) of Eϕ(C) obtained in

the sequence (2.21) is defined over Z. Therefore we obtain a Hodge-theoretical statement of

Abel’s theorem:

Theorem 2.1.7. (Abel’s theorem, second version) If the Abel-Jacobi image of D is zero,

then the extension of mixed Hodge structure (2.21) is trivial (splits over Z).

We will provide proof of this theorem in the next section.

2.1.4 Jacobi Inversion Theorem

Theorem 2.1.8. (Jacobi Inversion) The Abel-Jacobi map (2.5) is surjective.

Theorem 2.1.3 and Theorem 2.1.8 together imply that

Corollary 2.1.9. The Abel-Jacobi map (2.5) induces an isomorphism

A : Pic0(X) ∼= J(X). (2.23)
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Note that the isomorphism is taken as groups. However, since we are working in complex

field, the exponential sequence 0→ Z→ O → O∗ → 0 induces a long exact sequence which

produces an isomorphism Pic0(X) = ker
(
H1(X,O∗) → H2(X,Z)

) ∼= H1(X,O)/H1(X,Z).

Dolbeault’s theorem implies that H1(X,O) ∼= H0,1(X). So Pic0(X) ∼= H0,1(X)/H1(X,Z)

has complex structure. Therefore (2.23) also preserves complex structures, so is an isomor-

phism of abelian varieties.

2.2 Abel-Jacobi maps via Mixed Hodge Structures

2.2.1 Mixed Hodge Structures

We first review Deligne’s theory of mixed Hodge structures [20].

Definition 2.2.1. A mixed Hodge structure is a triple H = (HZ,W, F ), where HZ is a

free abelian group, W•HZ is an increasing weight filtration and F •HC is a decreasing Hodge

filtration such that each graded piece GrWi HC is a pure Hodge structure of weight i, where

HC := HZ ⊗ C.

Of course, a pure Hodge structure of weight k (e.g., Hk(X,Z) for a Kähler manifold X)

is a mixed Hodge structure with weight concentrated on level k. Here are some nontrivial

examples.

Example 2.2.2. Let U be a smooth variety of dimension n. Then the singular cohomol-

ogy Hk(U,Z) carries a canonical mixed Hodge structure with weights concentrated on levels

between k and 2k.

Example 2.2.3. Let X be a proper variety of dimension n (which can be singular). Then

the singular cohomology Hk(X,Z) carries a canonical mixed Hodge structure with weights

concentrated on levels between 0 and k.
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It’s natural to define morphism of mixed Hodge structures as morphism between free

abelian groups that preserve both filtrations. Deligne showed that mixed Hodge structure

forms a category compatible with the morphism between algebraic varieties. For example,

when X is a surface with an A1 singularity, and X̃ → X is the blowup at the singularity.

Denote E the exceptional divisor, then the exact sequence of pairs (X̃, E) can be used to

compute mixed Hodge structure on H1(X).

For smooth quasi-projective U , one can first complete it in projective space and obtain

X = Ū , then take log resolution π : X̃ → X. Up to a suitable base change, X̃ \ π−1(U)

is a simple normal crossing divisor, which allows one to express the weight filtrations on

cohomologies on U explicitly via log complex [61, Section 8.4].

Let H be a mixed Hodge structure with w being the highest weight, then its dual space

H∨ admits a dual mixed Hodge structure that has weight filtration defined as

WkH
∨
Z = {ϕ ∈ H∨

Z |ϕ(W2w−k−1HZ) = 0}. (2.24)

Note that our convention shifts the weight up by 2w from the standard definition. This

is convenient for geometric purposes.

The Hodge filtration of the dual space H∨ is defined as

F pH∨
C = {ϕ ∈ H∨

C |ϕ(Fw−p+1HC) = 0}. (2.25)

2.2.2 Carlson’s Extension of Mixed Hodge Structures

In this section, we briefly recall Carlson’s theorem on the extension of mixed Hodge

structures, [13] and in the next section, we will relate it to Griffiths’s Abel-Jacobi map.

Let A,B be two mixed Hodge structure with B > A, i.e., WnA = A, and WnB = 0 for

some n ∈ Z. We can consider Ext1MHS(B,A) consisting the extensions of B by A as MHSs

with E1 and E2 equivalent if there is a commutative diagram.
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0 A E1 B 0

0 A E2 B 0

= ∼= =

(2.26)

Notation 2.2.4. We will use A, B referring to both the mixed Hodge structures and its

complex vector spaces. We use AZ, etc., to denote the underlying Z-structure.

On the other hand, the abelian group HomZ(BZ, AZ) admits a mixed Hodge structure

with weight filtration WlHomZ(B,A) = {ϕ| ϕ(WkB) ⊂ Wl+kA,∀k} and Hodge filtrations

given by F pHomC(B,A) = {ϕ| ϕ(F kB) ⊂ F p+kA, ∀k}. In particular F 0HomC(B,A) is the

set of complex linear maps preserving Hodge filtrations, and it is "a half" of the filtration.

We define the intermediate Jacobian J0Hom(B,A) to be the complex torus

HomC(B,A)

F 0HomC(B,A) +HomZ(BZ, AZ)
.

Theorem 2.2.5. (Carlson [13]) With the assumption above, there is a natural isomorphism

Ext1MHS(B,A)
∼= J0Hom(B,A). (2.27)

Proof. On the one hand, if there is an extension

0→ A
α−→ E

β−→ B → 0 (2.28)

of mixed Hodge structures, one associate a section sF : B → E preserving Hodge filtration

and a retraction rZ : E → A preserving integral structure. Here being a section means

β ◦ sF = IdB and a retraction means rZ ◦ α = IdA. The composite e = rZ ◦ sF defines

an element in Hom(B,A). Different choice of sF differ by an element in F 0HomC(B,A)

and different choice of rZ differ by an element in HomZ(BZ, AZ), so e defines a class [e] in

J0Hom(B,A).
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Conversely, given any representative e ∈ Hom(B,A) of an element [e] ∈ J0Hom(B,A),

we define Ee abstractly as the mixed Hodge structure with underlying Z-structure as AZ⊕BZ

and define the Hodge filtration

F pEe := {(a, b) ∈ A⊕B|b ∈ F pB, a− e(b) ∈ F pA}. (2.29)

Then the fiber of F pEe → F pB is the affine space of e(b)+F pA. So if f ∈ F 0HomC(B,A),

F pEe+f = F pEe for all p. If g ∈ HomZ(BZ, AZ), then take an automorphism σ on AZ ⊕ BZ

such that σ is identity on AZ-summand and sends (0, b) to (−g(b), b). The complexfication

σC will sends F pEe+g isomorphically onto F pEe for all p. So (2.29) defines a mixed Hodge

structure Ee which is independent of choice of representative of e ∈ [e].

Finally, we should show that two identifications are inverse to each other. Suppose we

have an extension sequence (2.28). Then choosing section sF and retraction rZ, and let

e = rZ ◦ sF , we have a mixed Hodge structure Ee with Hodge filtration defined by (2.29).

Then we claim that the morphism ϕ : E → Ee, u 7→ (rZ(u), β(u)) defines an equivalence

of extensions of mixed Hodge structures in the sense of (2.26). To see this, first ϕ is an

isomorphism over Z and commutes with α and β. It suffices to show it preserves Hodge

filtration: Suppose u ∈ F pE, then ϕ(u) = (rZ(u), β(u)). Since u − sF (β(u)) ∈ α(F pA) by

exactness, we have rZ(u) − e(β(u)) = rZ(u − sF (β(u))) ∈ F pA, so (rZ(u), β(u)) ∈ F pEe as

desired. The identification from the other direction is straightforward.

Definition 2.2.6. [e] = [rZ◦sF ] ∈ J0Hom(B,A) is called the extension class of the sequence

(2.28).

Corollary 2.2.7. An extension of mixed Hodge structure (2.28) is trivial if and only if its

extension class [e] is zero, if and only if e = rZ ◦ sF ∈ HomZ(BZ, AZ) + F 0Hom(B,A).

Example 2.2.8. When B = H2k−1(X) for X a smooth projective variety, and A = Z(−k+1)

is a 1-dimensional pure Hodge structure of weight 2k − 2 with type (k − 1, k − 1), Theorem
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2.2.5 implies that the equivalent classes of extensions of B by A is

Ext1MHS(H
2k−1(X),Z(−k + 1)) ∼= H2k−1(X,C)/F kH2k−1(X) +H2k−1(X,Z)

is an intermediated Jacobian of X.

In particular, when X is a curve, the description above relates the Jacobian variety J(X)

to an extension of mixed Hodge structure, which allows us to define the Abel-Jacobi map

out of comparing weight and Hodge filtration on H1(U), where U ⊆ X is an affine open

subspace.

2.2.3 Abel-Jacobi Map for Curves via Mixed Hodge Structures

In this section, we’ll see how to define the Abel-Jacobi map via extensions of certain

mixed Hodge structures for algebraic curves.

Let X be a smooth projective curve, and let Y = {p1, . . . , pm} be a finite collection

of points. Denote U = X \ Y be the complement. There is a long exact sequence of the

cohomology of pair (X,U)

H1(X,U)→ H1(X)→ H1(U)→ H2(X,U)→ H2(X). (2.30)

The coefficients can be Z,Q,R or C. All morphisms in (2.30) preserve mixed Hodge struc-

tures, so the sequence (2.30) is also exact in the category of mixed Hodge structures. Using

the Thom isomorphism Hk(X,U) ∼= Hk−2(Y ), we truncate and obtain a short exact sequence

of mixed Hodge structures

0→ H1(X)→ H1(U)
r−→ H0

van(Y )→ 0, (2.31)

where H0
van(Y ) = ker(H0(Y ) → H2(X)) is spanned by pi − pi+1, 1 ≤ i ≤ m − 1. and r is

the residue map, which associate a meromorphic 1-form ϕ on X with poles along Y to the

numbers Respi(ϕ) for each pi ∈ Y .
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H1(U) carries a canonical mixed Hodge structure by Deligne. It has weight filtrations:

W1H
1(U,Z) = H1(X,Z) ⊆ W2H

1(U,Z) = H1(U,Z) concentrated on level 1 and 2. The

residue map r induces isomorphism r̄ : H1(U,Z)/W1H
1(U,Z) ∼= Z, where degree shift

by (−1,−1). The Hodge filtrations are given by F 1H1(U,C) ⊆ F 0H1(U,C) = H1(U,C).

F 1H1(U,C) are represented by meromorphic 1-forms with poles along Y .

We’ll construct a mixed Hodge structure from the extension sequence (2.31).

For each α ∈ H0
van(Y ), the exactness of (2.31) in the category of mixed Hodge structures

guarantees that then there is a class α̃F ∈ F 1H1(U) and a class α̃Z ∈ H1(U,Z), such that

r(α̃F ) = α and r(α̃Z) = α.

Definition 2.2.9. We call α̃F a F -lift (or a Hodge lift) of α, and α̃Z a Z-lift (or integral

lift) of α.

If there is another such F -lift α̃′
F , then by exactness of (2.31) on Hodge filtrations,

α̃F − α̃′
F ∈ F 1H1(X). Similarly, if there is another Z-lift α̃′

Z, then by exactness of (2.31) in

Z-coefficent, α̃Z − α̃′
Z ∈ H1(X,Z). It follows that r(α̃Z − α̃F ) = 0, so α̃Z − α̃F ∈ H1(X,C).

Modulo freedom of choices of lifts, we have

Proposition 2.2.10. The class α̃ := α̃Z − α̃F is well-defined in

H1(X,C)/F 1H1(X,C) +H1(X,Z). (2.32)

Note that H1(X,C)/F 1H1(X,C) ∼= H0,1(X), so the torus (2.32) is isomorphic to the

Picard torus Pic0(X). Via the identification (2.23), we can compare the class α̃ to the

Abel-Jacobi image A(α).

Lemma 2.2.11. ([25, Lemma 20.5]) Suppose p and q are two distinct points on X. Let lpq

be a path joining q to p, and let V a simply-connected open neighborhood of lpq in X, then

there is a function f smooth on X \ {q} and satisfies that
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(i) f |X\V ≡ 1;

(ii) f coincides with h1z and h2z−1 in an open neighborhood Vp ⊆ V of p and Vq ⊆ V of

q respectively, where h1 and h2 some non-vanishing holomorphic functions.

Proof. To prove it, one first consider the case where (U , z) is a coordinate on X such that

z(U) ⊆ C is the unite disk and the path lpq lies entirely in U . For simplicity identify U with

the unit disk.

Let a := z(q) and b := z(p). Then there exist r < 1 such that z(lpq) ⊆ {|z| < r}. The

function log( z−b
z−a) has a well-defined branch in {r < |z| < 1}. Choose a smooth function ψ

on U such that ψ||z|≤r ≡ 1 and ψ||z|≥r′ ≡ 0, where r < r′ < 1 and define a f0 ∈ C∞(U \ {a})

by

f0 =

{
exp(ψ log( z−b

z−a)), if r < |z| < 1,
z−b
z−a , if |z| ≤ r.

Since f0|r′<|Z|<1 = 1, one can continuously extend f0 to a function f ∈ C∞(X \ {a}), by

defining it to be 1 on X \ V .

In the general case, let c : [0, 1]→ X be a parameterization of the path lpq with c(0) = q

and c(1) = p. There exists a partition

0 = t0 < t1 < · · · < tn = 1

of the interval [0, 1] and coordinate neighborhoods (Uj, zj), j = 1, . . . , n, on X with the

following properties:

(i) c([tj−1, tj]) ⊆ Uj ⊆ V ,

(ii) zj(Uj) ⊆ C is the unit disk.

Then based on the previous discussion, for each j, one can construct a function fj satis-

fying (i) and (ii) with respect to the path c([tj−1, tj]). The product f := f1 · · · fn will satisfy

the desired condition.
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Lemma 2.2.12. Let p and q be two distinct points on a compact Riemann surface X, and

let f be a function obtained from Lemma 2.2.11. Then the class represented by differential

1-form 1
2π

√
−1
df/f is an integral lifting of p− q. In other words, [ 1

2π
√
−1
df/f ] ∈ H1(U,Z) and

r([ 1
2π

√
−1
df/f ]) = p− q via the residue map in (2.31).

Proof. By construction of f in Lemma 2.2.11, the condition (i) implies that the 1-form

1
2π

√
−1
df/f ≡ 0 on X \ V . The condition (ii) implies that 1

2π
√
−1
df/f has residue 1 and −1

at p and q, respectively, and there is no other poles.

It left to show [ 1
2π

√
−1
df/f ] is integral. Since we can choose a symplectic basis {γ1, . . . , γg, δ1, . . . , γg}

of H1(X,Z) represented by loops on X that are disjoint from V and Y , choosing ci be a

small loop around pi with anticlockwise orientation. then {γ1, . . . , γg, δ1, . . . , γg, c1, . . . , cm−1}

is a basis of H1(U,Z). Assume p = p1, q = pm, and we can assume ci is disjoint from V

when i = 2, . . . ,m− 1, then the integral of 1
2π

√
−1
df/f of all basis elements equal zero except

1
2π

√
−1

∫
c1
df/f = 1. So [ 1

2π
√
−1
df/f ] ∈ H1(U,Z).

Theorem 2.2.13. The Abel-Jacobi image A(α) coincides with the class A(α̃) via the iso-

morphism (2.23)

A : H1(X,C)/F 1H1(X,C) +H1(X,Z) ∼= F 1H1(X,C)∨/H1(X,Z), (2.33)

which is induced by the intersection pairing on H1(X).

Proof. Since every class in H0
van(Y,Z) is an integral linear combination of pi − pj, we can

assume that α = p− q, where p, q ∈ Y . Denote α = p− q.

By Riemann-Roch theorem, there is a meromorphic 1-form ϕ with first order poles along

p and q and such that Resp(ϕ) = 1 and Resq(ϕ) = −1. In other words, [ϕ] = α̃F is a F -lift

of α. By Lemma 2.2.12, an integral lift α̃Z is [ 1
2π

√
−1
df/f ].

Now, η := 1
2π

√
−1
df/f − ϕ is a smooth closed 1-form on X since the poles cancel out and

[η] defines the class α̃ = α̃Z − α̃F ∈ H1(X,C).
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To prove the theorem, we’ll show that for every ω ∈ H0(X,ΩX), there is an equality∫
lpq

ω =

∫
X

η ∧ ω. (2.34)

Let V ′ be an open subspace of X \ lp,q such that {V, V ′} is a covering of X and V ∩ V ′

is a regular neighborhood of the loop γ = ∂V . Fix a point x0 ∈ V ∩ V ′, then u(x) =
∫ x
x0
ω

is a holomorphic function on V . Moreover, the residue theorem implies that
∫
∂V
uϕ =

u(p)− u(q) =
∫ p
q
ω.

Figure 2.2: V ′ = shaded area

On the other hand, g(x) =
∫ x
x0
(ϕ+ η) =

∫ x
x0

1
2π

√
−1
df/f is a well-defined smooth function

on V ′. The orientation on ∂V is chosen to be anti-clockwise looking from the interior of V .

Apply Stokes’ theorem on X \ V and use the fact that ∂(X \ V ) = −γ, we obtain∫
γ

gω = −
∫
X\V

d(gω) = −
∫
X\V

(ϕ+ η) ∧ ω =

∫
X\V

ω ∧ η. (2.35)

The last equality is a result of ϕ∧ω = 0 since ϕ is holomorphic on X \ V . Then we have

identities

0 =

∫
∂V

d(ug) =

∫
∂V

gω +

∫
∂V

u(ϕ+ η)

=

∫
X\V

ω ∧ η +
∫ p

q

ω +

∫
∂V

uη.

Apply Stokes theorem on V̄ , we have
∫
∂V
uη =

∫
V
ω ∧ η. Combine with the identity

(2.35), we obtain (2.34). (Alternatively, the identify (2.34) can be obtained by [25, Lemma

20.3] together with
∫
X
ϕ ∧ ω = 0 in the sense of improper integral.)
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Corollary 2.2.14. The Abel-Jacobi image A(D) of a degree zero divisor D =
∑

i(pi− qi) is

identified via (2.33) with the extension class [eD] of (2.21)

0→ H1(X)→ E → Z→ 0

as a sub exact sequence of (2.31). In other words, A(D) is identified with the evaluation of

the extension class [e] of (2.31) at the divisor D.

Now we are ready to prove the Hodge theoretic version of Abel’s theorem introduced in

the previous section.

Proof of Theorem 2.1.7. By Corollary 2.2.14, the Abel-Jacobi image of a degree zero divisor

D =
∑

i(pi − qi) is identified with the extension class [e] of (2.21). So A(D) = 0 if and only

if [e] = 0.

Similarly, we have a criterion of when is mixed Hodge structure of H1 on an affine curve

is trivial.

Corollary 2.2.15. The extension class of (2.31)

0→ H1(X)→ H1(X \ Y )
r−→ H0

van(Y )→ 0

is trivial if and only if the Abel-Jacobi image of p − q is zero for all p, q ∈ Y , where Y is a

finite collection of points in X.

2.3 Griffiths’ Abel-Jacobi Map

The Abel-Jacobi map for compact Riemann surface is generalized to higher dimen-

sions by Griffiths. Now, let X be a smooth projective variety of dimension n over C.

The classical Hodge theorem says that each cohomology Hk(X,Z) carries a Hodge struc-

ture of weight k, which means that its complexification admits a Hodge decomposition

Hk(X,C) ∼= Hk,0⊕Hk−1,1⊕· · ·⊕H0,k, with Hp,q = Hq,p. Denote F pHk(X,C) = ⊕l≥pH l,k−l,
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then when k = 2n − 2r + 1 is an odd number, H2n−2r+1(X,C) is isomorphic to the direct

sum of F n−r+1H2n−2r+1(X,C) and its conjugation.

So for each integer 0 < r < n, there is a compact complex torus J2r−1(X) defined as

J2r−1(X) = F n−r+1H2n−2r+1(X,C)∨/H2n−2r+1(X,Z), (2.36)

which is called the r-th intermediate Jacobian (or just with the integer omitted in cases

where there is no ambiguity, i.e., the middle dimension when dimX is odd, as we will study

later). Also, note that the torus J2r−1(X) is not polarized in general.

Let Zr(X)hom denote the group of algebraic cycles of codimension r on X that are

homologous to zero. So there is a (2n−2r+1)-chain Γ in X such that ∂Γ = Z. The integral∫
Γ

(2.37)

defines a linear functional on the space of closed complex differential forms F n−r+1A2n−2r+1
X ∩

ker(d) with at least n− r+1 dz’s, where d is the exterior differentiation and AkX is the space

of differential k-forms on X. By a fact that the d-exact forms in such space coincides

with d
(
F n−r+1A2n−2r

X

)
[61, Proposition 7.5] (equivalently the strictness of Hodge filtration,

or more generally the degeneration of Hodge-de Rham spectral sequence at E1 page), the

integral (2.37) is a well-defined linear functional on F n−r+1H2n−2r+1(X,C). Since another

(2n− 2r + 1)-chain Γ′ with ∂Γ′ = Z satisfies that Γ− Γ′ ∈ H2n−2r+1(X,Z), the map

Zr(X)hom → J2r−1(X), Z 7→
∫
Γ

(2.38)

has an well-defined image in J2n−2r+1(X). Further, as any holomorphic map from a rational

curve to compact complex torus is constant, a rational family of cycles will have the same

image under the map (2.38). Therefore it factors through the Chow group

CHr(X)hom → J2r−1(X), (2.39)
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which is called the Griffiths’ Abel-Jacobi map. It is first introduced by Griffiths on hyper-

surfaces in Pn in [30].

Example 2.3.1. When r = 1, the Griffiths’ Abel-Jacobi map is more or less the same as

the curve case. For example, Abel’s Theorem (Theorem 2.1.3) and the Jacobi Inversion

Theorem (Theorem 2.1.8) will hold. Equivalently, the isomorphism (2.23) in the curve case

corresponds to the isomorphism

Pic0(X) ∼= H0,1(X)/H1(X,Z) ∼= Hn,n−1(X)∨/H2n−1(X,Z) ∼= J1(X), (2.40)

of abelian varieties (although the polarization is not principal when n ≥ 2 in general). One

reason for that is the divisor class group being isomorphic to the Picard group for a smooth

projective variety X. Also, the isomorphism (2.40) carries the first Chern class c1(L) of a

line bundle L = [D] defined by a divisor D of degree zero to the Abel-Jacobi image of D (cf.

[61, Proposition 12.7]).

Example 2.3.2. When r = n−1, the intermediate Jacobian J2n−1(X) = H1,0(X)∨/H1(X,Z)

is called the Albanese variety of X. The Abel-Jacobi map is given by integrating holomorphic

1-forms against paths joining pair of points as like (2.6) in curve case.

One should note that for higher codimension cycles, i.e. when r ≥ 2, the intermediate

Jacobian J2r−1(X) is in general not polarized. The Griffiths’ Abel-Jacobi map (2.38) is in

general not surjective (e.g., X is a threefold withH3,0(X) ̸= 0), nor injective (e.g., Mumford’s

example on surface of general type [46], where CH0(X)hom is of "infinite dimensional").

For Fano varieties, however, Griffiths’ Abel-Jacobi map usually behaves well. For exam-

ple, Clemens and Griffiths solved the rationality problem of cubic threefold by studying the

Abel-Jacobi image of pairs of lines. The next example will be studied in details in Chapter

4.
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Example 2.3.3. [19] Let X be a smooth cubic threefold defined by homogeneous equation

F (x0, . . . , x4) of degree three. Let L1, L2 be lines on X and Γ a 3-chain with ∂Γ = L1 − L2.

The intermediate Jacobian J3(X) is a principally polarized abelian variety of dimension 5.

The space F 2H3(X,C) = H2,1(X) has basis ω1, . . . , ω5, with

ωi = ResX
xi−1Ω

F 2
,

given by Griffiths’ residue of rational forms on P4 with poles along X, where Ω =
∑4

i=0 xidx0∧

· · · ∧ d̂xi ∧ · · · ∧ dx4.

So the image of L1 − L2 under the Griffiths’ Abel-Jacobi map is given by

(

∫
Γ

ω1, . . . ,

∫
Γ

ω5) ∈ J3(X).

The image of the set of all pairs of lines on X in J(X) coincides with the theta divisor

Θ of J3(X). By studying the branching locus of the Gauss map on Θ, Clemens and Griffiths

concluded that X is not rational.

Now, we’ll discuss some properties of Griffiths’ Abel-Jacobi map for algebraic cycles that

vary in a family. Let {Zt}t∈M be a flat family of algebraic cycles of codimension r in X

parameterized by a complex manifold M , and Zt is homologous to zero for all t, then the

Griffiths’ Abel-Jacobi map (2.38) defines a map

M → J2r−1(X), t 7→ A(Zt − Z0),

which is actually holomorphic [61, Theorem 12.4, Remark 12.5].

One can also consider a family {Xt}t∈M with X0 = X, and a family of cycles Zt ⊆ Xt,

Griffiths’ Abel-Jacobi map gives a holomorphic section to the intermediate Jacobian bundle

{J(Xt)}t∈M . This leads to the notion of normal functions. By varying cubic threefolds in

a general pencil family of hyperplane section of a smooth cubic fourfold (M = P1), and

studying the normal function induced by a Hodge class, Zucker proved the Hodge conjecture

for cubic fourfold [64].
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2.3.1 Griffiths’ Abel-Jacobi Map via Mixed Hodge structures

Let X be a smooth projective variety of dimension n and Z ∈ Zr(X)hom, as we have

introduced in (2.38), Griffiths’ Abel-Jacobi map is defined via integration.

On the other hand, denote |Z| the support of Z, there is an exact sequence on the

complement U = X \ |Z|.

0→ H2r−1(X)→ H2r−1(U)→ H2r
|Z|(X)→ H2r(X).

The Griffiths’ Abel-Jacobi image (2.39) of Z is determined by the extension class of the

sequence

0→ H2r−1(X,Z)→ E
r−→ Z→ 0, (2.41)

where E is a sub-mixed Hodge structure of H2r−1(X \|Z|), and Z the trivial Hodge structure

of weight 0 generated by the class α = [Z], and r has type (−r,−r). Then one can choose

Z-lift α̃Z ∈ EZ and F -lift α̃F ∈ F rEC ⊆ F rH2r−1(X \ |Z|,C), such that r(α̃Z) = r(α̃F ) = α.

So the difference α̃Z− α̃F ∈ H2r−1(X,C). Modulo the freedom of choices of integral liftings,

the class is well-defined in Ext1MHS(Z(−r), H2r−1(X,Z)) ∼= J2r−1(X) using the isomorphism

(2.27). This is called Carlson’s Abel-Jacobi map.

Proposition 2.3.4. (cf. [37, Proposition 3.3, 3.4]) Carlson’s Abel-Jacobi map coincides

with Griffiths’ Abel-Jacobi map.

The proofs are originated from [36] and [24], using duality between Deligne cohomology

and Deligne homology. When Z has codimension 1, one also refers to [61, Proposition 12.7]

for an equivalent statement and a geometric proof.

2.4 Zhao’s Topological Abel-Jacobi Map

In [63], Zhao introduced a notion called the Topological Abel-Jacobi map that generalizes

Griffiths’ Abel-Jacobi map to topological cycles.
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Let X be a smooth projective variety of dimension 2n − 1. We choose an embedding

X ↪→ PN and let Y be a smooth hyperplane section. Denote i : Y ⊆ X the inclusion. The

middle dimensional primitive cohomology H2n−1
prim (X,Z) on X is defined as

H2n−1
prim (X,Z) := ker(i∗ : H2n−1(X,Z)→ H2n−1(Y,Z)). (2.42)

There is an associated primitive intermediate Jacobian

Jprim(X) := F nH2n−1
prim (X)∨/H2n−1(X,Z)prim. (2.43)

The vanishing cohomology H2n−2
van (X,Z) is defined as the kernel of Gysin homomorphism

H2n−2
van (X,Z) := ker(i∗ : H

2n−2(Y,Z)→ H2n(X,Z)). (2.44)

Equivalently, it consists of Poincaré dual classes of the homology classes on Y that is

0 in homology on X. One refers to [62, Chapter 2] for basic properties on primitive and

vanishing cohomologies.

Zhao defines a group homomorphism

A : H2n−2
van (Y )→ Jprim(X), (2.45)

which satisfies two properties [63, Proposition 2.1.1 and 2.2.2]:

(P.1) If the class α ∈ H2n−2
van (Y,Z) is represented by an algebraic cycle, then Aα agrees with

Griffiths’ Abel-Jacobi image of α.

(P.2) The map (2.45) varies real analytically as the hyperplane section Y varies in the uni-

versal family of smooth hyperplane sections of X.

The map (2.45) is originally defined by sending α ∈ H2n−2
van (Y,Z) to the linear functional

whose value on [ω] ∈ F nH2n−1
prim (X) is

Aα([ω]) =

∫
Γ

ω −
∫
γ

τ +

∫
Y

hα ∧ τ + T (ω), mod periods. (2.46)
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Here Γ is a (2n−1)-chain on X whose boundary γ is a topological cycle which represents

the Poincaré dual of the cohomology class α. τ is a (2n− 2)-form on Y such that dτ = ω|Y .

Next, hα is the harmonic representative of α with respect to the Kähler metric on Y induced

from X (One can choose the Kähler metric on X to be restriction of Fubini Study metric on

PN). Finally, T is a current on X such that dT = −
∫
Y
hα ∧ (·). So T vanishes on d∗-closed

forms.

Now, if we take ωh to be the harmonic representative of the class [ω], and let τ = dcσh

with ωh|Y = ddcσh by the ∂∂̄-lemma. Here dc = i(∂̄ − ∂) is a real operator and ddc = 2i∂∂̄.

Then the fouth term of (2.46) vanishes because harmonic forms are d∗-closed. The third

term also vanishes because harmonic forms are L2-orthogonal to Im(∂)⊕ Im(∂̄). Therefore,

the right hand side of (2.46) becomes [63, Definition 2.1.2]∫
Γ

ωh −
∫
γ

dcσh. (2.47)

We prove (P.1) mentioned in the introduction:

Proposition 2.4.1. [63, Proposition 2.1.1] When α is an algebraic cycle, the topological

Abel-Jacobi map (2.47) agrees with Griffiths’s Abel-Jacobi map.

Proof. (i) Note that
∫
γ
dcσh =

∫
γ
(dcσh − idσh) = −2i

∫
γ
∂σh. By construction ∂σh has type

(n, n−2)+(n+1, n−3)+ · · · , whose integration along an algebraic subvariety Z will vanish.

Therefore in (2.47), Aα([ω]) =
∫
Γ
ωh, which coincides with Griffiths’ definition (2.39).

As a remark, one notes that if d(u, v) = (du, u|Y −dv) is exact, then
∫
Γ
du−

∫
γ
(u|Y −dv) =∫

γ
u−

∫
γ
u|Y = 0, so an the map (2.47) is a topological pairing

H2n−1(X, Y )×H2n−1(X, Y )→ Z. (2.48)

between relative cohomology class (ωh, d
cσh) and the relative homology class (Γ, γ). In

particular, one can choose any closed form ω that defines the same cohomology class as ωh,
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and choose dcσ such that ω|Y = ddcσ. So the map is independent of the choice of the Kähler

metric of X.

One notes that since dc is a real operator, (2.49) can be regarded taken values in the

real torus Jprim(X,R) := H2n−1
prim (X,R)/H2n−1(X,Z)prim. So we have a real version of Zhao’s

topological Abel-Jacobi map

Definition 2.4.2. For any closed form ω representing the class [ω] ∈ H2n−1
prim (X,R), choose

σ such that ω|Y = ddcσ. Call

H2n−2
van (Y,Z)→ Jprim(X,R)

Aα([ω]) =

∫
Γ

ω −
∫
γ

dcσ = ⟨(ω, dcσ), (Γ, γ)⟩X,Y (2.49)

Zhao’s (real) topological Abel-Jacobi map, where ⟨, ⟩X,Y is the pairing defined in (2.48).

2.5 Schnell’s Construction via Mixed Hodge Structures

Recall that we have introduced mixed Hodge structures in Definition 2.2.1. We’ll first

introduce a property called R-splitting for certain mixed Hodge structures. Then we’ll in-

troduce Schnell’s construction of the Topological Abel-Jacobi map.

2.5.1 R-splitting Mixed Hodge Structures

Every mixed Hodge structure H admits a direct sum decomposition

HC ∼=
⊕
p,q

Ip,q, such that F pHC ∼=
⊕
k≥p,q

Ik,q, WkHC ∼=
⊕
p+q≤k

Ip,q.

Moreover, it satisfies a conjugation property

Īp,q ≡ Iq,p mod
⊕

k<p,l<q

Ik,l. (2.50)

Definition 2.5.1. A mixed Hodge structure H is called R-splitting if the conjugation property

(2.50) of Deligne’s decomposition is equality, namely

Īp,q = Iq,p, ∀p, q. (2.51)
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Proposition 2.5.2. Suppose the mixed Hodge structure H has weights concentrated on levels

w − 1 and w consecutively, then H is R-splitting.

Proof. Let p + q = w − 1 or w. Then for all k < p and l < q, k + l < w − 1 so Ik,l = 0. So

the condition (2.51) trivially holds.

2.5.2 Curve Again

We will take a moment to review the Abel-Jacobi map in the curve case again. We first

note that the extension sequence (2.31)

0→ H1(X)→ H1(U)
r−→ H0

van(Y )→ 0

is R-splitting, as H1(U) has weight concentrated on level 1 and 2 consecutively. This means

that for each α ∈ H0
van(Y ), there is a unique F -lift, denoted as α̃R that is defined over R.

Such class α̃R lives in I1,1R = I1,1 ∩H1(U,R).

Note that the class α̃Z − α̃R is defined over R, we conclude that

Proposition 2.5.3. The map

α 7→ α̃Z − α̃R

factors through the real torus

H1(X,R)/H1(X,Z)
∼=−→ H1(X,C)/F 1H1(X) +H1(X,Z).

In fact, one can find the class α̃R explicitly: First take a meromorphic 1-form ϕ with

only first order poles and Res(ϕ) = D, with D =
∑

i(pi− qi) a degree zero divisor as before.

Then we can subtract a holomorphic 1-form ω from ϕ, such that the resulting meromorphic

1-form ϕ′ has no γ-period. Now express the class [ϕ′] in the basis (2.20):

[ϕ′] = d1δ
∗ + · · ·+ dgδ

∗
g +D.
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Now we need to solve equation

[ϕ′] + t1ω1 + · · · tgωg = [ϕ′] + t1ω1 + · · · tgωg, t1, . . . , tg ∈ C, (2.52)

where ω1, . . . , ωg is a normalized basis via conditions in (2.2).

Use the identity ωi = γ∗i +
∑g

j=1 Ωijδ
∗
j , where Ω = (Ωij) is the period matrix, the equation

(2.52) leads to the solutions t1...
tg

 = −(Im(Ω))−1

Im(d1)
...

Im(dg)

 . (2.53)

Note that ti’s are real numbers. It follows that α̃R = [ϕ′] +
∑

i tiωi is expressed as

α̃R =

g∑
i=1

tiγ
∗
i + 2

g∑
i=1

Re(di)δ∗i . (2.54)

A similar argument also works in higher dimensions for Griffiths’ Abel-Jacobi maps. So

it suffices to consider the classical Abel-Jacobi map in the real torus case.

Now we introduce Schnell’s construction on the Topological Abel-Jacobi map.

2.5.3 Schnell’s Construction

Schnell [50] defined a topological Abel-Jacobi map using the R-splitting property of the

mixed Hodge structure on H2n−1(X \ Y ) (cf. Corollary 2.6.3).

Denote U = X \ Y . Then there is a short exact sequence of mixed Hodge structures

0→ H2n−1
0 (X)→ H2n−1(U)

Res−−→ H2n−2
van (Y )→ 0, (2.55)

which comes from the long exact sequence of the pair (X,U), and we set H2n−1
0 (X) =

Coker(i∗ : H2n−3(Y )→ H2n−1(X)).

In the spirit of Carlson’s theory, we hope to define a topological Abel-Jacobi map for

α ∈ H2n−2
van (Y,Z) using the extension class [e] of (2.55). First, if α ∈ Hn−1,n−1

van (Y,Z) is

algebraic, or in general an integral Hodge class, then just as what we did in (2.41), one can
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take liftings α̃Z ∈ H2n−1(U,Z) and α̃F ∈ F nH2n−1(U,C), and take the difference α̃Z − α̃F ,

whose image is well defined in the the Jacobian J0(X) = F nH2n−1
0 (X)∨/H2n−1(X,Z)0, the

complex torus associated to the Hodge structure on H2n−1
0 (X).

However, when α has a mixed type, α̃F lives in F kH2n−1(U,C) for some k < n. The

difference α̃Z − α̃F is not well defined in the torus J0(X).

To fix this, we forget the complex structure for a moment. Take a real lifting α̃R ∈

H2n−1(U,R) of α, then α̃Z − α̃R defines a class in H2n−1
0 (X,R). If we choose a different

integral lifting α̃′
Z, then the difference α̃Z − α̃′

Z ∈ H2n−1
0 (X,Z). This defines an image in the

real primitive intermediate Jacobian

J0(X,R) :=
H2n−1

0 (X,R)
H2n−1

0 (X,Z)
.

Of course, the freedom of the choices of α̃R forms an affine space that is isomorphic to

H2n−1
0 (X,R). But, the R-splitting property of H2n−1(U) provides a canonical choice. More

precisely, there is a canonical section sUR : H2n−2
van (Y,R)→ H2n−1(U,R) such that Res◦sUR = Id

on H2n−2
van (Y,R), and that

(†) sUR ⊗ C is a morphism of C-Hodge structure of type (1, 1).

The condition (†) means that sUR⊗C sends the (p, q)-summand of H2n−2
van (Y,C) isomorphi-

cally onto (p+1, q+1)-summand of H2n−1(U,C). For example, in curve case, sR(p−q) ∈ I1,1R

is represented by a meromorphic 1-form ϕR with Res(ϕR) = p−q and all periods
∫
γi
ϕR,

∫
δi
ϕR,

i = 1, . . . , g are real numbers. It is worked out explicitly in (2.54).

Definition 2.5.4. [50] Take an integral section sUZ : H2n−2
van (Y,Z) → H2n−1(U,Z) such that

Res ◦ sUZ = Id, we call the morphism

H2n−2
van (Y,Z)→ J0(X,R), α 7→ sUZ (α)− sUR(α) (2.56)

the Schnell’s topological Abel-Jacobi map.
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The map (2.56) satisfies the two properties mentioned before. (P.1) is due to the

condition (†). For (P.2), one notes that F p varies holomorphically, versus F̄ q varies anti-

holomorphically. Therefore, their intersection varies real analytically, and so does sR.

Under the isomorphism of the real vector space F nH2n−1
prim (X,C) ∼= H2n−1

prim (X,R), a 7→

2Re(a) and the fact that there is a unimodular pairing H2n−1
prim (X,Z) × H2n−1

0 (X,Z) → Z

(cf. Proposition 2.6.4), the (complex) intermediate Jacobian (2.43) is identified with the real

Jacobian J0(X,R) as real torus, so the topological Abel-Jacobi map defined by Zhao (2.45)

can be viewed as a morphism to the real torus.

Christian Schnell asked the following question [50]:

Question 2.5.5. Is Schnell’s topological Abel-Jacobi map (2.56) the same as Zhao’s topo-

logical Abel-Jacobi map (2.45)?

We answered this question affirmatively:

Theorem 2.5.6. Schnell’s topological Abel-Jacobi map and Zhao’s topological Abel-Jacobi

map coincide. The map associates α ∈ H2n−2
van (Y,Z) with a linear functional

[ω] 7→
∫
Γ

ω −
∫
γ

dcσ mod

∫
X

λZ ∧ ω, where λZ ∈ H2n−1
prim (X,Z),

where ω is a closed real form representing the class [ω] ∈ H2n−1
prim (X,R) and σ is a real

(2n− 3)-form on Y such that ω|Y = ddcσ.

2.6 Proofs of the Main Theorem

In this section, we’ll show that the canonical mixed Hodge structures on H2n−1(X, Y )

and H2n−1(U) are R-splitting. We also review a topological pairing between the two coho-

mologies, inducing duality on mixed Hodge structures.
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We’ll also review Zhao’s topological Abel-Jacobi map and relate it to Deligne’s R-splitting

of the sequence

0→ H2n−2
0 (Y )→ H2n−1(X, Y )→ H2n−1

prim (X)→ 0. (2.57)

The sequence is obtained by the dual of the sequence (2.55) using Poincaré and Lefschetz

duality.

The Deligne’s R-splitting splitting of (2.57) can be made explicit using relative de Rham

cohomology: a class in H2n−1(X, Y ) is represented by (ω, τ) ∈ A2n−1
X × A2n−2

Y such that

dXω = 0 and ω|Y = dY τ . We found that the Deligne’s R-splitting for (2.57) is given by

ω 7→ (ω, dcσ), where ω|Y = ddcσ as a result of [ω] being primitive and ∂∂̄-lemma. Finally,

the fact that the duality of (2.55) is isomorphic to (2.57) as extensions of mixed Hodge

structures allows us to relate the R-splitting of the two sequences.

We will prove the Theorem 2.5.6 later by reducing it to two linear algebra arguments.

As a final remark, the topological Abel-Jacobi map can be defined on hyperplane section

Y0 that has an ordinary double point. This is because H2n−2(Y0) is still a pure Hodge

structure, and the mixed Hodge structure on H2n−1(X, Y0) is still R-splitting.

2.6.1 Zhao’s Topological Abel-Jacobi Map as R-Splitting

Lemma 2.6.1. The real section

s : H2n−1
prim (X,R)→ H2n−1(X, Y,R)

ω 7→ (ω, dcσ)

coincides with Deligne’s canonical R-splitting section sX,YR of the sequence (2.57).

Proof. First of all, we show that the map is well defined. Since dc is a real operator, the

image lies cohomology in real coefficients. Since ω|Y = ddcσ and ω is closed, (ω, dcσ) is closed

in the mapping cone complex. If there is another σ′ such that ddcσ′ = ω|Y , then dcσ − dcσ′
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is a closed form. However, it also lies in Im(∂)⊕ Im∂̄, so it is L2-orthogonal to the space of

harmonic forms, so the cohomology class is zero.

To show the claim, it suffices to show that s sends (p, q) forms into F pH2n−1(X, Y,C) ∩

F qH2n−1(X, Y,C).

If ω is of (p, q)-type, where p+q = 2n−1, then by ∂∂̄-lemma, σ has type (p−1, q−1). We

should show that s(ω) = (ω, dcσ) defines a class in F pH2n−1(X, Y,C) ∩ F qH2n−1(X, Y,C).

By adding an exact form (0, idσ), we see that (ω, dcσ) ∼ (ω, 2i∂̄σ), so s(ω) is represented

by a closed form in F̄ qA2n−1
X × F̄ qA2n−2

Y , which implies s(ω) ∈ F qH2n−1(X, Y,C). Similarly,

subtracting the exact form (0, idσ), s(ω) is represented by a closed form in F pA2n−1
X ×

F pA2n−2
Y , which implies s(ω) ∈ F qH2n−1(X, Y,C).

By abusing the notation, we write ω for [ω] for the rest of the chapter.

Corollary 2.6.2. Zhao’s topological Abel-Jacobi map (2.49) can be expressed as

Aα(ω) = ⟨sX,YR (ω), sUZ (α)⟩UX,Y , (2.58)

where ⟨, ⟩UX,Y is the pairing defined in (2.61), and sUZ : H2n−2
van (Y,Z) → H2n−1(U,Z) is a

section, i.e., Res ◦ sUZ = Id.

Proof. Notice that the sequence (2.55) is identified with the homology sequence

0→ H2n−1(X)0 → H2n−1(X, Y )→ H2n−2(Y )van → 0,

via Lefschetz duality and Poincaré duality, so sUZ (α) is identified with a relative class (Γ′, γ),

where γ is a cycle representing the Poincaré dual class of α, and Γ′ is a 2n − 1 chain on X

such that ∂Γ′ = γ. Since (Γ′, γ) − (Γ, γ) ∈ H2n−1(X,Z)0, the pairing (2.58) coincides with

(2.49) modulo integral periods.
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2.6.2 Some Preparations

Let X be a smooth projective 2n − 1 fold, and Y be a smooth hyperplane section.

i : Y → X is the inclusion map. Denote U := X \ Y the complement.

The relative cohomology H2n−1(X, Y ) can be defined through de Rham theory: For a

smooth manifoldM , denote A•
M the complex of C∞ forms onM . H•(X, Y ) is the cohomology

theory associated to the complex A•
X ⊕ A•−1

Y , with d(ω, τ) = (dω, ω|Y − dτ). It is the

mapping cone complex of i∗ : A•
X → A•

Y (cf. [10, p.78]). H•(X, Y ) admits mixed Hodge

structure induced from mapping cone complex [47, p.76]. In particular, its Hodge filtration

F pH•(X, Y ) is the subspace represented by closed forms in F pA•
X ⊕ F pA•−1

Y .

There is a long exact sequence associated to the pairs (X, Y ):

· · · → H2n−2(X)
i∗−→ H2n−2(Y )→ H2n−1(X, Y )→ H2n−1(X)

i∗−→ H2n−1(Y )→ · · · , (2.59)

By truncation, we get the short exact sequence (2.57)

0→ H2n−2
0 (Y )→ H2n−1(X, Y )→ H2n−1

prim (X)→ 0,

where H2n−2
0 (Y,Z) := coker(i∗ : H2n−2(X,Z) → H2n−2(Y,Z)) carries pure Hodge structure

of weight 2n− 2. So the mixed Hodge structure of H2n−1(X, Y ) has weight concentrated on

levels 2n− 1 and 2n− 2 consecutively.

The cohomology H2n−1(U) on the complement also admits a canonical mixed Hodge

structure due to Deligne. Hk(U) is the k-th hypercohomology of the log complex Ω•
X(log Y ).

The Hodge filtration F pHk(U,C) is the k-th hypercohomology of the subcomplex Ω≥p
X (log Y ).

As the log complex admits an acyclic resolution using the double complex ⊕p,qAp,qX (log Y )

(cf. [61, p.212]), F pHk(U,C) consists of classes that are represented by closed forms in

⊕l≥pAl,k−lX (log Y ). Namely, they are C∞ k-forms with log pole along Y and have at least p

holomorphic differentials.
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Its weight filtration is determined by the extension sequence (2.55)

0→ H2n−1
0 (X)→ H2n−1(U)

Res−−→ H2n−2
van (Y )→ 0,

which comes from the long exact sequence associated to the pair (X,U), where we used

the Thom isomorphism H2n(X,U) ∼= H2n−2(Y ). Since residue map Res has type (−1,−1),

H2n−1(U) has weights concentrated on levels 2n− 1 and 2n.

By Proposition 2.5.2 and the previous discussions, we conclude

Corollary 2.6.3. Both H2n−1(X, Y ) and H2n−1(U) are R-splitting mixed Hodge structures.

All cohomologies above are defined over Z. There is a natural pairing between the two

short exact sequences (2.57) and (2.55):

0 −−−→ H2n−2
0 (Y,Z) −−−→ H2n−1(X, Y,Z) −−−→ H2n−1

prim (X,Z) −−−→ 0

× × ×

0 ←−−− H2n−2
van (Y,Z) ←−−− H2n−1(U,Z) ←−−− H2n−1

0 (X,Z) ←−−− 0y y y
Z Z Z

(2.60)

where the pairings on the first and third column are induced from the intersection pairing

on H2n−2(Y,Z) and H2n−1(X,Z), respectively. The pairing

H2n−1(X, Y,Z)×H2n−1(U,Z)→ Z (2.61)

in the middle of (2.60) can be interpreted as the Poincaré pairing

H2n−1
c (U,Z)×H2n−1(U,Z)→ Z, ([ψ], [ϕ]) 7→

∫
X

ψ ∧ ϕ, (2.62)

using the isomorphism [47, Corollary B.14]

Ψ : H2n−1(X, Y,Z) ∼= H2n−1
c (U,Z). (2.63)
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One can also refer to [26, Chapter XII, Theorem 3.1] for the isomorphism Ψ using a

different version of relative de Rham cohomology that comes from a complex Ω∗(X, Y )

consisting of C∞ forms on X that vanish on Y .

In our case, the map ψ 7→ (ψ, 0) induces the inverse of Ψ. One can show that the

Hodge filtration F pH2n−1
c (U,C) consists of classes that are represented by closed forms in

F pA2n−1
c (U), where A2n−1

c (U) is the space of C∞ forms with compact support on U , with

the standard filtration.

Proposition 2.6.4. The pairing on each column in (2.60) is unimodular. Moreover, the

pairing induces isomorphisms between the dual mixed Hodge structures of (2.57) and the

mixed Hodge structures on (2.55).

Proof. The argument is standard. The first half of the claim is because the natural pairing

between the long exact sequence (2.59) associated with the pair (X, Y ) and the pair (X,U)

in Z-coefficent is unimodular.

For the second half of the claim, it suffices to show that the dual mixed Hodge structure

H2n−1(X, Y )∨ is isomorphic to H2n−1(U). By definition of dual weight (2.24) and Hodge

filtrations (2.25), it is equivalent that the pairing induces an isomorphism

W2n−1H
2n−1(U) ∼= W2n−2H

2n−1(X, Y )∨ (2.64)

on weight filtrations, and isomorphisms

F pH2n−1(U,C) ∼= F 2n−pH2n−1(X, Y,C)∨ (2.65)

on Hodge filtrations for 0 ≤ p ≤ 2n− 1.

The isomorphism (2.64) follows from the commutativity of the pairing diagram (2.60).

To show the isomorphism (2.65), one concludes that the pairing

F pH2n−1(X, Y,C)× F qH2n−1(U,C)→ C
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is zero for p + q > 2n − 1 by F pH2n−1(X, Y,C) ∼= F pH2n−1
c (U,C) and the corresponding

pairing via (2.62) vanishes on the level of cochains by type reason.

2.6.3 Completion of the Proof

This section is devoted to proving Theorem 2.5.6.

By Proposition 2.6.4, the pairing on the third column of (2.60) is unimodular, so the

pairing induces isomorphism H2n−1
0 (X,Z) ∼= H2n−1

prim (X,Z)∨ ∼= H2n−1(X,Z)prim, where the

last isomorphism is induced by Poincaré pairing. It induces isomorphisms between the real

tori

J0(X,R) =
H2n−1

0 (X,R)
H2n−1

0 (X,Z)
∼=
H2n−1

prim (X,R)∨

H2n−1
prim (X,Z)∨

∼=
H2n−1

prim (X,R)∨

H2n−1(X,Z)prim
=: Jprim(X,R), (2.66)

which are equivalent characterizations of the primitive real intermediate Jacobian of X.

To prove that the Schnell’s topological Abel-Jacobi map (2.56) coincides with Zhao’s

topological Abel-Jacobi map (2.49), we need to show for given classes α ∈ H2n−2
van (Y,Z) and

[ω] ∈ H2n−1
prim (X,R) the following equality holds modulo periods

Aα(ω) =

∫
X

(
sUZ (α)− sUR(α)

)
∧ ω.

The right hand side coincides with the pairing ⟨sUZ (α) − sUR(α), ω⟩X , where ⟨, ⟩X is the

third pairing in (2.60).

By Corollary 2.6.2, this is equivalent to show

Proposition 2.6.5. For α ∈ H2n−2
van (Y,Z) and ω ∈ H2n−1(X,R),

⟨sX,YR (ω), sUZ (α)⟩UX,Y = ⟨sUZ (α)− sUR(α), ω⟩X

modulo periods.

According to Proposition 2.6.4, the sequence (2.55) is identified with

0→ H2n−1
0 (X,Z)∨ → H2n−1(X, Y,Z)∨ → H2n−2

van (Y,Z)∨ → 0 (2.67)
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as mixed Hodge structures. This will tell us the relationship between Deligne’s real splittings

of the two sequences.

We will first prove a linear algebra lemma. Suppose E is an R-splitting mixed Hodge

structure, which arises from the extension sequence

0 V E W 0
f g

s

, (2.68)

where V and W are pure Hodge structures of weight w − 1 and w respectively. f and g

are morphisms of mixed Hodge structures of weight 0. Let s : W → E be the canonical

Deligne’s real splitting. Let

0 W∨ E∨ V ∨ 0
g∗ f∗

s∗

(2.69)

be the dual sequence inducing the natural mixed Hodge structures, with weight W∨ and V ∨

being w and w − 1 and f ∗ having weight (−1,−1).

Lemma 2.6.6. Then the dual sequence (2.69) is also R-splitting, and the corresponding

decomposition is

E∨ ∼= g∗W∨ ⊕ ker(s∗). (2.70)

Proof. First, the sequence (2.69) is R-splitting by Proposition 2.5.2.

Next, the splitting (2.70) is defined over R since pairing (2.68) does. Since ker(s∗) ⊆ E∨

is defined over R and is isomorphic to V ∨ via f ∗, it defines a splitting (2.70) of E∨ over R.

To show that it coincides with Deligne’s splitting, it suffices to show that the isomorphism

of real vector space

f ∗|ker(s∗) : ker(s∗)→ V ∨(−1) (2.71)

induces an isomorphism of the Hodge structure of weight w after tensoring with C, where

V ∨(−1) denotes the Tate twist of V ∨. From now on, all vector spaces are complex. By

abusing the notation, we omit the subscript C.
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It suffices to show that for each l ∈ F pV ∨, its inverse l̃ under (2.71) lies in F p+1 ker(s∗).

This is equivalent to show that for each e ∈ Fw−pE, l̃(e) = 0.

Via the splitting E ∼= f(V ) ⊕ s(W ), e = e1 + e2, with e1 ∈ f(V ) and e2 ∈ s(W ). Since

Deligne’s splitting s preserves Hodge filtration, e2 = s ◦ g(e) lies in Fw−pE as well, so does

e1 = e− e2. Let v ∈ V be the element such that f(v) = e1, then v ∈ Fw−pV by strictness of

f . By definition of l̃, it vanishes on the subspace s(W ), so l̃(e) = l̃(e1) = l̃(f(v)) = l(v)=0.

The last equality is due to the assumption on l and the fact that V is a pure Hodge structure

of weight w − 1.

By abusing the notation, denote sR the Deligne’s real section and sZ an integral section

for both sequence (2.68) and (2.69). Denote ⟨, ⟩E the natural pairing E × E∨ → Z, and

similarly for ⟨, ⟩W .

Now, the proof of Proposition 2.6.5 reduces to show

Proposition 2.6.7. For each ω ∈ W and α ∈ V ∨ there is an equality

⟨sR(ω), sZ(α)⟩E = ⟨ω, sZ(α)− sR(α)⟩W mod periods, (2.72)

Proof. We take an integral basis v1, . . . , vk, w1, . . . , wn of E, where f−1(vi)’s and g(wj)’s form

integral basis for V and W respectively. We can find a real basis u1, . . . , un of s(W ), such

that

ui =
k∑
j=1

aijvj + wi

for some aij ∈ R and for each i = 1, . . . , n.

On the other hand, w∨
1 , . . . , w

∨
n , v

∨
1 , . . . , v

∨
k form a dual basis of E∨. Moreover, (g∗)−1(w∨

j )’s

form a basis of W∨ and is the dual basis of g(wi)’s. By Lemma 2.6.6, the decomposition

(2.70) is the Deligne’s real splitting for E∨, so we can find a real basis ρ1, . . . , ρn of the real

subspace ker(s∗) of E∨, with

ρj = −
n∑
i=1

aijw
∨
i + v∨j ,
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for j = 1, . . . , k.

Finally, to check the equality (2.72), it suffices to check it on basis, so we take ω = g(wi)

and α = f ∗(v∨j ), then sR(g(wi)) = ui and sZ(f
∗(v∨j )) = v∨j +

∑
k nkw

∨
k , with nk ∈ Z. Then

the left hand side of (2.72) is

⟨sR(ω), sZ(α)⟩E = ⟨ui, v∨j +
∑
k

nkw
∨
k ⟩E = aij + periods.

On the other hand, sZ(f ∗(v∨j )) = v∨j +
∑

kmkw
∨
k , with mk ∈ Z and sR(f

∗(v∨j )) = ρj. So

the right hand side of (2.72) is

⟨ω, sZ(α)− sR(α)⟩W = ⟨g(wi),
n∑
i=1

(aij +mi)w
∨
i ⟩

= ⟨g(wi),
n∑
i=1

(aij +mi)(g
∗)−1(w∨

i )⟩W

= aij + periods,

since ⟨g(wi), (g∗)−1(w∨
j )⟩ = δij. So both sides of the equality (2.72) match up.

2.7 Topological Jacobi Inversion

Let X be a smooth projective variety of dimension 2n−1 embedded in a projective space

PN . Let Osm be the open subspace of O := (PN)∗ parameterizing smooth hyperplane sections

of X. Then by varying the hyperplane section Y in Osm, we get a local system H2n−2
van whose

stalk at each t is identified to the vanishing cohomology H2n−2
van (Yt,Z). Let T denote the

underlying anaytic space of H2n−2
van , then there is a real analytic map

AJ : T → JprimX. (2.73)

Take π1 of the map. We obtain a group homomorphism

⊕i∈I π1(T, ti0)→ π1(JprimX, 0) = H2n−1(X,Z)prim. (2.74)
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ti0 is in the preimage of a fixed point t0 ∈ Osm and is a point on i-th connected component

of T with index set I. The left hand side coincides to the set

{(α, γ) ∈ H2n−2
van (Yt0 ,Z)× π1(Osm, t0)|γ∗α = α}.

(2.74) is called tube map. Schnell showed that

Theorem 2.7.1. ([51]) If H2n−2
van (Yt0 ,Z) ̸= 0, then the image of the tube map (2.74) has full

rank.

Based on this result, Zhao proved the so-called Topological Jacobi Inversion Theorem as

a generalization of Theorem 2.1.8:

Theorem 2.7.2. ([63]) There is a projective embedding X ⊆ PN such that (2.73) is surjec-

tive. In fact, there is a connected component Ti of T surjects onto JprimX.

Proof. By Schnell’s Tube Mapping theorem, the are finitely many pairs (αi, γi) such that the

class αi ∈ H2n−2
van (Yt0 ,Z) is fixed by γi ∈ π1(Osm, t0), i = 1, . . . , d, where d = dimR(JprimX).

By choosing smooth loops li based at ti0 representing γi, it follows that the image of T li,

i = 1, . . . , d under the composite of tangent map of (2.73) and projection

T (T )→ T (JprimX) ∼= JprimX ×H2n−1(X,R)prim → H2n−1(X,R)prim

is surjective, where T (M) is denoted as the tangent bundle of M .

Consequently, one can choose xi ∈ T and vi ∈ TxiT , such thatAJ∗(vi) generateH2n−1(X,R)prim.

Then by choosing a new linear system L = OX(∪iYi), one can embed X into a larger

projective space, with Ỹ := ∪iYi being a hyperplane section. It is shown that the topological

Abel-Jacobi map extends to the class α̃ = α1 + · · · + αd. The condition AJ∗(vi) generate

H2n−1(X,R)prim implies that the Topological Abel-Jacobi map at α̃ is submersion, so it is

submersion in a nearby point α̃′ in T (L) over a smooth hyperplane section. Since T (L) →
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JprimX is real analytic, the submersion implies that the image contains an open subset U

of JprimX. Then use the group structure of JprimX and T (L), one take a sufficient large m,

mU cover the entire torus, so the component mα̃′ will dominate the torus.

In the end, we propose the following questions based on Theorem 2.7.2.

Question 2.7.3. How can we determine the component Ti in Zhao’s theorem above? Is the

argument still true for the primitive vanishing component?

Question 2.7.4. Can we prove this result using Schnell’s Topological Abel-Jacobi map?
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Chapter 3: Locus of Primitive Vanishing Cycles

In this chapter, we will define the object Tv, called locus of primitive vanishing cycles,

associated with a smooth projective variety X with an embedding into PN . It is of the center

of interest for the rest of the thesis.

In Section 3.1, we introduce the definition of primitive vanishing cycles on a hyperplane

section of X. When deforming the primitive vanishing cycles in the open subspace Osm of

O := (PN)∗ parameterizing smooth hyperplane sections ofX, we obtain the locus of primitive

vanishing cycles Tv, which is a covering space of Osm. Alternatively, Tv is a connected

component of T , the étale space of the local system whose stalk is the integral vanishing

cohomology of a hyperplane section of X.

In Section 3.2 - 3.5, we study various (partial) compactifications of T (and Tv) with the

assumption that dim(X) is odd. In Section 3.2, we extend T/Osm to a branched covering

space T dp/Odp accross the locus Odp where the hyperplane section has at most one ordinary

double point, where the local monodromy on the vanishing cohomology has order two. This

construction is based on a theorem on the degree of dual varieties of Landman [42].

In Section 3.3, we introduce a theorem of Stein [56] and Grauert-Remmert [27] (Theorem

3.3.1) which allows us to further extends T dp/Odp to T f/Of where the local monodromy is

finite. In Section 3.4, we provide an interpretation of Theorem 3.3.1 in terms of Brieskorn’s

resolution [11] when X is a threefold and the hyperplane section of interest has at worst

ADE type singularities.
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In Section 3.5, we introduce Schenll’s construction of the full compactification of T using

Saito’s theory on Hodge modules [53]. Note all (partial) compactifications stated above

are compatible. In particular, Schnell’s construction takes care of the case where the local

monodromy is infinite.

3.1 Primitive Vanishing Cycles and their Deformations

Let X be a smooth projective variety of dimension n embedded in a projective space PN .

Let Osm be the open subspace of O := (PN)∗ parameterizing smooth hyperplane sections

of X. The complement X∗ := O \Osm is a closed subvariety of (PN)∗ parameterizes singular

hyperplane sections of X and is called the dual variety of X.

According to a classical result by Lefschetz, a smooth point of X∗ corresponds to a

hyperplane section that has only one ordinary node. Choose a holomorphic disk ∆ ⊂ O such

that ∆∗ = ∆ \ {0} ⊂ Osm and ∆ intersects the dual variety X∗ transversely at a smooth

point. Then {Xt}t∈∆ is a one-parameter family of hyperplane sections of X with X0 having

a single node and Xt smooth for t ̸= 0. Let X∆ denote the total space, and Bp ⊆ X∆ a small

neighborhood of the node p ∈ X0. When |t| is small enough, the manifold Xt

⋂
Bp is called

the Milnor fiber of the family X∆ → ∆, and it is diffeomorphic to the disk bundle of the

tangent bundle TSn−1 of a topological (n− 1)-sphere Sn−1. Moreover, the zero section Sn−1

specializes to the node p as t moves to 0. As a result, the homology class of Sn−1 is zero in

homology of X and defines an element in the vanishing homology

Hn−1(Xt,Z)van := ker(Hn−1(Xt,Z)→ Hn−1(X,Z)).

So its Poincaré duality defines a class [Sn−1] in the vanishing cohomology

Hn−1
van (Xt,Z) := ker(Hn−1(Xt,Z)→ Hn+1(X,Z)),

via Gysin homomorphism.
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Figure 3.1: Vanishing Cycle

Definition 3.1.1. The cohomology class δt = [Sn−1] ∈ Hn−1(Xt,Z) is called the vanishing

cycle of the degeneration {Xt}t∈∆.

Lemma 3.1.2. The intersection number δt · δt is 0 when n− 1 is odd and is ±2 when n− 1

is even.

This is due to computing the Eular class of the tangent bundle TSn−1. The sign is

determined by the parity of n(n − 1)/2 since the orientation changes as the coodinate

(x1, . . . , xn−1, y1, . . . , yn−1) on the real manifold TSn−1 is changed to complex coordinate

(x1, y1 . . . , xn−1, yn−1).

Fix a point t0 ∈ ∆∗. The local monodromy representation is a group homomorphism

ρ∆ : π1(∆
∗, t0)→ AutHn−1(Xt0 ,Z). (3.1)

The Picard-Lefschetz transformation gives a generator of (3.1).

f : α 7→ α + εn(α, δ)δ, (3.2)

where εn = ±1 depending on the value of n and δ = δt0 is the vanishing cycle. We call image

of ρ∆ the local monodromy group of the nodal family {Xt}t∈∆.
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Lemma 3.1.3. When n− 1 is even, then the monodromy group is of an involution. When

n− 1 is odd, then the monodromy group is of infinite order.

Proof. When n−1 is odd, the intersection pairing (·, ·) is skew symmetric. By Lemma 3.1.2,

(δ, δ) = 0, therefore (3.2) implies

fk(α) = α + kεn(α, δ)δ,

so the monodromy is infinite.

When n − 1 is even, the intersection pairing (·, ·) is symmetric and is preserved by the

monodromy action. So by (3.2), one has

(α, β) = (f(α), f(β)) = (α, β) + 2εn(α, δ)(β, δ) + (α, δ)(β, δ)(δ, δ),

which gives 2εn+(δ, δ) = 0. On the other hand, f(f(α)) = f(α+εn(α, δ)δ) = α+2εn(α, δ)δ+

(α, δ)(δ, δ)δ = α. So it has order two.

To define the global monodromy, let

XOsm := {(x, t) ∈ X ×Osm|x ∈ Xt}.

Then the projection

π : XOsm → Osm (3.3)

to the second coordinate is the universal family of smooth hyperplane sections of X. π is a

submersion, so by Ehresmann’s theorem, it is a locally trivial fibration. In other words, if

t ∈ Osm, then there is an open neighborhood Ut of t in Osm, such that XUt = XOsm ×Osm Ut

is diffeomorphic to Xt × Ut. So as long as Ut is contractible, Hk(XUt ,Z) ∼= Hk(Xt,Z) for

each k ≥ 0. As a consequence, Rkπ∗Z is a locally constant sheaf (or a local system) for each

k ≥ 0. Here Rkπ∗ is the k-th derived functor of π.
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In other words, if we fix a base point t0 ∈ Osm, then there is a monodromy representation

ρ : π1(Osm, t0)→ AutHk(Xt0 ,Z),

which sends each [l] ∈ π1(Osm, t0) represented by a loop l ⊆ Osm based at t0 to an automor-

phism ρ([l])∗ : Hk(Xt0 ,Z) → Hk(Xt0 ,Z) for each k ≥ 0. This could be done concretely by

subdividing l into segments l = ∪mi=1li with each segment li joining ti−1 to ti and tm = t0 and

such that each li is contained in a contracible open subset. By trivializing π along each li,

we has diffemorphism fi : Xti−1
∼= Xti . One has diffeomorphism f : Xt0

∼= Xt0 defined by the

compositions fm ◦ · · · ◦ f1. Then it induces automorphism f∗ : H
k(Xt0 ,Z)→ Hk(Xt0 ,Z). It

turns out that f∗ is independent of choice of subdivison of a loop and choice of representative

in the homotopy equivalent class [l], and f∗ = ρ([l]). This is called the monodromy action of

[l].

If α ∈ Hn−1
van (Xt,Z), then ρ([l])(α) is also contained in Hn−1

van (Xt,Z). This is because,

for example, the property that Poincaré dual of α is zero in Hn−1(X,Z) is preserved in a

contractible open neighborhood of t. It follows that the vanishing cohomology is invariant

under the monodromy action. We are interested in the monodromy representation

ρvan : π1(Osm, t0)→ AutHn−1
van (Xt0 ,Z). (3.4)

If δt1 is a vanishing cycle on Xt1 with respect to the family {Xt}t∈∆, where ∆ is a

holomorphic disk transverse to X∗ at a smooth point as we defined earlier and t1 ∈ ∆∗. Fix

t0 ∈ Osm. Take any path l ⊆ Osm joining t1 to t0. By trivializing the fibration over l, one has

diffeomoprhism Xt1
∼= Xt0 , which induces an isomorphism l∗ : H

n−1
van (Xt1 ,Z) ∼= Hn−1

van (Xt0 ,Z).

Then l∗(δt1) is a class in Hn−1
van (Xt0 ,Z).

Definition 3.1.4. We call α ∈ Hn−1
van (Xt0 ,Z) a primitive vanishing cycle if it is obtained

from the above.
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The following statement is a variant of [62, Proposition 3.23].

Proposition 3.1.5. Any two primitive vanishing cycles α1, α2 ∈ Hn−1
van (Xt0 ,Z) are conju-

gate to each other by monodromy. In other words, there is a [l] ∈ π1(Osm, t0) such that

ρvan([l])(α1) = α2.

Proof. There are holomorphic disks ∆i in O intersecting X∗ transversely at smooth points

for i = 1, 2. There are vanishing cycles δti associated to the families {Xt}t∈∆i
and paths li

joining ti to t0 such that (li)∗(δti) = αi for i = 1, 2. It suffices to show that there is a path

l12 ⊆ Osm joining t1 to t2, such that (l12)∗(δ1) = δ2, then it follows that l = l2 ◦ l12 ◦ l−1
1 is

the desired loop based at t0 and such that l∗(α1) = α2.

The existence of l12 follows from the fact that the irreducibility of the dual variety X∗.

As a consequence, the smooth locus (X∗)sm of X∗ is connected. Suppose ∆i is transversal to

(X∗)sm at points t′i. Then one can choose a path l′12 ⊆ (X∗)sm joining t′1 to t′2. Then define

the path l12 to be a lift of l′12 to a path joining t1 to t2 and is contained in the boundary of

a tubular neighborhood of (X∗)sm in Osm.

Corollary 3.1.6. Let α be a primitive vanishing cycle on Xt0. Then the set PVt0 of all

primitive vanishing cycles on Xt0 is the orbit Im(ρvan).α in Hn−1
van (Xt0 ,Z).

Proposition 3.1.7. The set of all primitive vanishing cycles in Hn−1
van (Xt0 ,Z) generate a

subgroup of full rank.

Proof. Take a Lefschetz pencil, i.e., a general line L ⊆ (PN)∗ intersecting X∗ transversely at

smooth points s1, . . . , sd, where d = deg(X∗), then there are vanishing cycles δti over smooth

points ti around si. transport δti to a primitive vanishing cycle αi ∈ Hn−1
van (Xt0 ,Z) by a

path joining ti to t0, then it is follows from a classical theorem that {α1, . . . , αd} generates

a subgroup of full rank [62, Lemma 2.26].

65



Let T denote the étale space of the local system Hn−1
van on Osm whose stalk at t is the

vanishing cohomology Hn−1
van (Xt,Z), then

T → Osm (3.5)

is an analytic covering space with infinite sheets and has infinitely many connected compo-

nents. The monodromy of this covering space encodes the complexity of the local system

Hn−1
van .

T has a distinguished component Tv, containing a primitive vanishing cycle. By (3.1.5),

every two primitive vanishing cycles are conjugate to each other by monodromy action, so

Tv is unique and well-defined.

Definition 3.1.8. We call the covering space Tv → Osm the locus of primitive vanishing

cycles on the hyperplane sections of X.

Our primary goal of this thesis is to understand the topology and geometry of the complex

analytic manifold Tv (which is quasi-projective when Tv → Osm is finite) in the case when

X has odd dimension.

We should be able to show that T → Osm is of finite cover if and only if Hn−1
van (Xt,Z)

consists of Hodge classes. (A strengthening argument should show the same result for Tv.)

As an example, we should be able to show that when X is a quartic threefold and there is

a hyperplane section having an elliptic singularity, the local monodromy group is infinite.

Therefore T → Osm has infinite sheets.

We are looking for ways to compactify the covering space Tv. This question often goes

hand in hand with compactification of T , since T contains Tv is an irreducible component,

and conversely, the monodromy of Tv determines monodromy of T by Proposition 3.1.7.
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3.2 Extension Across the Nodal Locus

3.2.1 A Local Argument

Let’s first work locally. Let X be a smooth projective variety of odd dimension, and

Tv → Osm be the locus of primitive vanishing cycles on hyperplane sections of X. Let ∆ be a

holomorphic disk in O transverse to a smooth point of the dual variety X∗. So it corresponds

to a family of hyperplane sections {Xt}t∈∆ such that Xt is smooth for t ̸= 0 and X0 has an

ordinary node.

Denote

T (∆∗)→ ∆∗ (3.6)

the restriction of the covering space T → Osm defined in (3.5).

Claim 3.2.1. There is an analytic space T (∆) = T (∆∗) and an analytic branched covering

T (∆)→ ∆ extending (3.6). Moreover, this extension is unique.

Proof. By assumption, the hyperplane section Xt has even dimension, so by Lemma 3.1.3,

the monodromy of T (∆∗) → ∆∗ has order two. So T (∆∗) is the disjoint union of sheets

T (∆∗) =
∐

i∈I ∆
∗
i . Let δ be the vanishing cycle and αi a class corresponding to a point in

∆∗
i . Then each connected covering ∆∗

i → ∆∗ is either

(i) 1-to-1, when (αi, δ) = 0, or

(ii) 2-to-1, when (αi, δ) ̸= 0.

So the disjoint union
∐

i∆i → ∆ defines an extension of T → Osm.

3.2.2 Simultaneous Resolution

To provide an interpretation from birational geometry, we consider a one-parameter fam-

ily of surfaces {Xt}t∈∆ such that Xt is smooth for t ̸= 0 and X0 has an ordinary node.

Moreover, we assume the total space of the family is smooth. Then T (∆∗) is the underlying

analytic space of the local system H2
van over ∆∗.
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The monodromy of T (∆∗)→ ∆∗ has order two. Therefore, by taking a double cover ∆̃→

∆ branched at 0 and base change, we get a new family {Xs}s∈∆̃ with s2 = t. Now the total

space has an ordinary double point. We can take a small resolution (in analytic category)

and get a smooth family {X̃s}s∈∆̃ of surfaces, where X̃s = Xs when s ̸= 0 and X̃0 → X0

is the minimal resolution of the ordinary node. In other words, we have a commutative

diagram

X̃ X

∆̃

f

h

g

Here f is a smooth morphism whose fiber is X̃s and h is a birational map which is

isomorphic over s ̸= 0 and desingularizes the fiber over s = 0.

Then by Ehresmann’s theorem, f is topologically trivial, so the local system R2f∗Zvan is

trivial and its underlying analytic space T (∆̃) is an extension of the double cover T (∆∗)×∆∗

∆̃∗ of T (∆∗). By extending the Z2-quotient to T (∆̃), we defines T (∆) as T (∆̃)/Z2.

3.2.3 Globalization

Now, denote Odp ⊆ O the locus corresponding to the hyperplane sections, which have at

most one ordinary double point. Then by Lefschetz, Odp is the complement of the singular

locus Sing(X∗) of the dual variety. We claim that

Proposition 3.2.2. There is an analytic space T dp containing T as open dense subset and

a branched covering map T dp → Odp extending T → Osm. Moreover T dp is unique.

Proof. Take a point t0 ∈ Odp corresponding to a hyperplane section with one ordinary double

point. Then there is an open neighborhood Ut0 of t0 in Odp with Ut0 ∼= ∆N−1 ×∆, with the
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polydisk ∆N−1 identified with Ut0 ∩ Odp \ Osm. So Ut0
∼= ∆N−1 × ∆∗ and each connected

component T (U sm
t0

) is either a 2-to-1 or is isomorphic to ∆N−1 ×∆∗ and therefore extends

to a branched cover T (Ut0) → Ut0 according to Claim 3.2.1. By uniqueness, we can patch

T (Ut0) together to obtain T dp.

3.2.4 Landman’s Theorem

An alternative approach to obtaining Proposition 3.2.2 is to globalize the extension of

the Z2-quotient construction at the end of the Section 3.2.2. We need to use a theorem due

to Landman, first proved in his unpublished work [42].

Theorem 3.2.3. (Landman, 76) If X is a smooth odd dimensional projective variety, then

X∗ has even degree in (PN)∗.

Proof of Proposition 3.2.2 based on Theorem 3.2.3.

Since X∗ ⊆ (PN)∗ has even degree, O(PN )∗(X
∗) = L⊗2 is square of a line bundle L ∼=

O(PN )∗(
deg(X∗)

2
), so by [5, Lemma 17.1], there is a double cover σ : Õ → O branched along

X∗. Restrict to σdp : Õdp → Odp, the branched locus is smooth. Moreover, by Lemma 3.1.3,

the local monodromy around Odp \Osm = (X∗)sm has order two. Therefore, the pullback T̃

of T has trivial local monodromy around preimage of (X∗)sm and extends to a (unbranched)

covering space T̃ dp → Õdp.

Now, we have the following diagram

T̃ dp/Õdp T dp/Odp

T̃ /Õsm T/Osm

f̃

i

f

(3.7)
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Here f is the 2-to-1 cover given by fiber product T̃ = T ×Osm Õsm → T , and i is the

natural inclusion. We want to extend the Z2 quotient f to a morphism f̃ whose image is our

desired T dp.

This can be done by the following: Let t0 ∈ Odp\Osm and let Ut0 be an open neighborhood

of t0 in Odp. Denote πdp : T dp → Odp the projection and πsm the restriction to Osm. Let Vi

be a connected component of π−1(U sm
t0

). If Vi → U sm
t0

is 1-to-1, then just declare Ut0 to be

the completion of Vi. When Vi → U sm
t0

is 2-to-1, then f−1(U sm
t0

)→ U sm
t0

is a disjoint double

cover. Take the closure of f−1(U sm
t0

) in T̃ dp and declare one component to be the completion

Vi.

Since both Odp and T̃ dp are global, the construction above is global and defines an analytic

branced covering space T dp/Odp extending T/Osm.

3.2.5 Proof of Landman’s Theorem.

The rest of this section is devoted to proving Landman’s theorem.

An alternative definition of dual variety is defined as a coordinate projection of incidence

variety. More precisely, we define the incidence variety I0X := {(x,H) ∈ PN × (PN)∗)|x ∈ X

smooth, H tangent to X at x}, with the Zariski closure IX . The dual variety X∗ is defined

as the image of the second projection π2(IX). As the linear forms vanishing on a projective

n subspace of PN is a projective N − n− 1 subspace of (PN)∗, it follows that I0X is a locally

trivial N −n−1 projective bundle over Xsm, so I0X is irreducible with dimension N −1, and

so is the closure IX . As a result, the dual variety X∗ is irreducible with dimension at most

N − 1.

We recall the following classical results:

Proposition 3.2.4. (1) X∗∗ ∼= X;

(2) X∗ is a hypersurface iff there is a hyperplane section with only one nodal singularity.
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Proof. Let U be an analytic neighborhood of a smooth point x ∈ Xsm with coordinates

z1, ..., zn. Now, a hypersurface H tangents to X at x is equivalent to that H(x) = 0 and

∂H/∂zi(x) = 0, i = 1, ..., n, where H is regarded a linear functional on the ambient space

restricted to X. Assume that H is a smooth point in X∗, then The cotangent space of IX

at point (x,H) is the linear span of differential of the n+ 1 equations above. In particular,

conditions for (u,K) ∈ TxX × THPN to be in T(x,H)IX is characterized as

K(x) + duH(x) = 0

∂K/∂zi(x) + ∂(duH)/∂zi = 0, i = 1, .., n

As ∂H/∂zi(x) = 0 is the condition for H to be tangent to X at x, the first equation

is equivalent to K(x) = 0. Now we consider the dual X∗∗ of X∗ at point H, which is the

hyperplanes W ⊂ PN which contains tangent space THX∗. But as the double dual PN∗∗

is canonically identified with PN via W ↔ x iff W (H) = H(x) for all H ∈ (PN)∗. Now,

K(x) = 0 for all K ∈ THX∗ along with H(x) = 0 shows that x corresponds to a hyperplane

tangents to H at X∗, this works for all smooth points x ∈ Xsm, and it follows that I0X ⊂ I0x∗ .

Taking Zariski closure, and by irreducibility as well as dim IX = dim IX∗ , it follows that

IX = IX∗ , and therefore X ∼= X∗∗.

To prove the second argument, X∗ has the maximal dimension if and only if the second

projection pr2 : IX → X∗ is immersion at some smooth point (x,H). This is equivalent

to that ker pr2∗ = 0 at (x,H), which, by the n + 1 equations above, is equivalent to that

∂2H/∂zi∂zj(x) is nondegenerate, which is the same as saying the hyperplane section XH has

a nodal singularity at x.

To prove Theorem 3.2.3, we need the following lemma:

Lemma 3.2.5. Let r = codim(PN )∗X
∗ − 1 > 0, then

(1) At each point x ∈ X, there is a r dimensional projective subspace L of dimension r
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such that x ∈ Pr ⊂ X; (2) If X is smooth, then for any H ∈ (X∗)sm, the contact locus

Sing(H ∩X) is a projective subspace of dimension r.

Proof. (1) By the reflective argument we have just established, to show (1) is equivalent to

showing the same result for X∗∗. But this is an immediate result from the fact that the

hyperplanes in (PN)∗ touching (X∗)sm at H up to first-order form a r dimensional subspace

in (PN)∗∗, and the union of these projective r space is Zariski dense in X∗∗. Finally, take

the Zariski closure, then we have the desired result.

(2) is also direct from the reflectivity theorem, as for H ∈ (X∗)sm, the set of points x ∈ X,

which H tangents at corresponds to the hyperplanes of (PN)∗ which tangents to X∗ at H,

but the latter one is obviously a projective r space.

Proof of Theorem 3.2.31

Step 1. Assume that the dual variety X∗ ⊂ (PN)∗ is a hypersurface.

Take a generic line L ⊂ (PN)∗ meeting X∗ transversely at d points. We want to show that

d is even.

LetXti , i = 1, ..., d denote the hyperplane section corresponding to intersection points ti ∈

L∩X∗. Xti has only one ordinary double point. The local analytic equation at the singularity

is x20+...+x2n = 0, which is the limit as ϵ→ 0 of x20+...+x2n = ϵ, which is a (n−1)-dimensional

sphere contained in the nearby smooth fiber Xt0 . So Xti is homotopic equivalent to attaching

a cone Dn ∼= C(Sn−1) over Sn−1 on Xt0 . Consequently, dimHn−1(Xt0) = dimHn−1(Xti)+1,

and dimHk(Xt0) = dimHk(Xti) for k ̸= n− 1. Therefore, we have the relation between the

euler characteristics of Xt0 and Xti is given by χ(Xti) = χ(Xt0)− (−1)n−1.

Let B be the base locus of the pencil. Then there is a fibration X \ B → L with

fiber Xt \ B. By removing the singular fibers, we get a fiber bundle over L \ {t1, . . . , td}.

By inclusion-exclusion principle and multiplicativity of the Eular characteristic on a fiber

1I would like to thank A. Landman for showing me the proof in an email.
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bundle, we have

χ(X) = (2− d)χ(Xt0 −B) + dχ(Xti −B) + χ(B)

= (2− d)(χ(Xt0)− χ(B)) + d(χ(Xti)− χ(B)) + χ(B)

= 2χ(Xt0) + d(−1)n − χ(B) (3.8)

Finally, by Poincaré duality, dimHk(X) = dimH2n−k(X), and as X is assumed to be

odd-dimensional, χ(X) has the same parity with the dimension of its middle dimensional

cohomology Hn(X). Again by Poincaré duality, the cup product restricted on which is

nondegenerate, and alternating, which implies that Hn(X) is even-dimensional, so χ(X)

is even. Similarly, as B is smooth with two dimensional lower than X, it is still odd-

dimensional, and χ(B) is even. Altogether, modulo 2 in (3.8), we showed that X∗ is of even

degree.

Step 2. In general, if X∗ is not a hypersurface, define r = codim(PN )∗X
∗ − 1 > 0.

We take a general hyperplane H ⊂ PN so that H intersects X transversely. Note that in

our case, as X is smooth, the incident variety IX is identified with the projective conormal

bundle P(N∗
X|PN ) and X∗ = π2(P (N

∗
X|PN )) If we denote consider the restricted conormal

bundle D := P(N∗
X|PN )|XH

on XH , clearly π2(D) ⊂ X∗.

We also note that π2(D) is the dual variety of XH in the hyperplane H and the dual

variety X∗
H in (PN)∗ is the cone over π2(D) with vertex p, where p ∈ (PN)∗ is the point

corresponding to the hyperplane H.

We claim that π2(D) = X∗. If so, X∗
H is one dimensional higher than X∗ with the same

degree as X∗, therefore one can induct and reduce to the case that X∗ is a hypersurface.

To prove this, note that the projection π2 : IX → X∗ has generic fiber π−1(q) of dimension

r > 0. But by Lemma 3.2.5, π−1
2 (q) is a projective space of dimension r > 0, intersecting H
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transversely. Therefore dimD ∩ π−1
2 (q) = dim π−1

2 (q)− 1. In particular, D ∩ π−1
2 (q) ̸= ∅, so

q ∈ π2(D). As q is picked generically from X∗, it follows that π2(D) = X∗.

So far, we have extended T → Osm to codimension-two locus, based on the fact that

the local monodromy around the smooth locus of dual variety has order two. This gives

a "partial compactification" of T . We’re still interested in a full compactification. We’ll

provide different ways to compactify T in the next few sections.

3.3 Partial Compactification and Finite Monodromy

Recall that in Proposition 3.2.2, we extend the covering T → Osm across codimension-

two to obtain a branched covering T dp → Odp, based on the local monodromy on the

boundary smooth divisor has order two. In fact, as long as the local monodromy is finite,

the completion of (3.6) exists and is unique. It will follow from a Lemma due to Stein [56]

and Grauert-Remmert [27]. Also see [21, p.197].

Theorem 3.3.1. Let U be a complex manifold, and f : W → U a finite analytic cover.

Assume Ū is a normal analytic space containing U as an open dense subspace. There is

a normal analytic space W̄ containing W as a dense open subspace, together with finite

analytic branched covering map f̄ : W̄ → Ū , which agrees with f on W . Moreover, when Ū

is projective, W̄ is also projective.

We will only give an account for the algebraicity argument. The pushforward F = f̄∗OW

defines an analytic coherent sheaf on Ū . By Serre’s GAGA, the projectivity of Ū implies

that F is an algebraic coherent sheaf. Then by definition of the relative spec construction

[33, Exercise II.5.17], W̄ is isomorphic to SpecOW̄
F , and therefore is algebraic.

For each t0 ∈ O, pick a suitably small open neighborhood B of t0. Fix another base point

t′ ∈ Bsm := Osm ∩B, then the monodromy action is a homomorphism

ρt0 : π1(B
sm, t′)→ Hn−1(Xt0 , Z). (3.9)
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Definition 3.3.2. We call Gt0 = Im(ρt0) the (local) monodromy group of the hyperplane

section Xt0.

Corollary 3.3.3. The assumption is the same as above. We define Of ⊆ O as the open

subset consisting of points t0 ∈ O, where the local monodromy is finite. Then there is a

unique analytic space T f , together with an analytic branched covering T f → Of extending

(3.5).

Proof. For each t0 ∈ Of , there is a suitably small open neighborhood B of t0 such that each

connected component of the covering T (Bsm) → Bsm has a finite sheet. So by Theorem

3.3.1, each connected component extends to a branched covering. By taking the union, one

obtains the local completion T (Bf ) → Bf extending T (Bsm) → Bsm, where Bf = B ∩ Of .

By uniqueness, we can patch T (Bf ) together and obtain T f .

Corollary 3.3.4. Suppose T → Osm has globally finite monodromy (i.e., the image of (3.4)

is finite), then for each connected component Ti of T , there exists a normal algebraic variety

T̄i compactifying Ti and there is a finite algebraic morphism T̄i → O extending Ti → Osm.

For example, when X is a smooth cubic threefold, the global monodromy is finite. In

particular, the compactification T̄v of the locus of primitive vanishing cycles Tv exists and is

a normal algebraic variety. In the next section, we will characterize the space.

3.4 Interpretation for Threefold Case: Brieskorn’s Resolution

3.4.1 Simultaneous Resolution

Let X → S be a flat morphism of analytic spaces. A simultaneous resolution for X → S

is a commutative diagram

where (1) the square on the right is fiber product via a finite surjective map T → S.

(2) ψ : Y → X×ST is proper surjective and ψ induces by ψt : θ−1(t)→ χ−1(t) is a resolution
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Y X ×S T X

T S

ψ

θ
χ

of singularity of χ−1(t) for all t ∈ T , and

(3) θ is a smooth morphism.

Let g be a simple lie algebra of type A,D,E over C, and h the Cartan subalgebra, with

Weyl group W action. Let G be a simple Lie group whose Lie algebra is g, then by a theorem

of Chevalley, the space g/G is isomorphic to h/W , an affine space of dimension r = rank(g).

Let f be the composite g→ g/G ∼= h/W , Grothendieck showed that the diagram

G×B B g

h h/W

f

is a simultaneous resolution of f , where B be the variety parametrizing the set of Borel

subalgebra of g.

Brieskorn [B] used this result to construct a simultaneous resolution of rational double

point singularities on surfaces. To be more precise, let x be a subregular nilpotent element

on g, and S ⊂ g be a transversal slice with respect to the subregular locus of g containing

x, then

Theorem 3.4.1. (Brieskorn, 1970)

(1) The restriction f : (S, x)→ (hC/W, 0̄) is a semiuniversal deformation of rational double

point singularity.
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(2) By restricting to Grothendieck’s diagram to the transverse slice, the obtained diagram

S̃ S

h h/W

is a simultaneous resolution of the universal deformation of the rational double point

singularities.

To give the simplest example, for type A1, the only subregular element is 0 ∈ g, so

the transverse slice is g itself. Therefore, the universal deformation of the A1 singularity is

g ∼= C3 → C/Z2
∼= C, (x, y, z) 7→ −x2− yz. As the fiber over 0 is the only singular fiber, the

simultaneous resolution is a small resolution of the ordinary double point on threefold

Y x2 + yz + w2 = 0 C3

C C/Z2

ψ

θ
χ

by putting a rational curve with self-intersection −2 along the fiber over the singular

point.

3.4.2 Geometric Interpretation

As an application of Brieskorn’s theory, we provide a geometric interpretation of a The-

orem 3.3.1 in the case when U is an open subset of a polydisk and W → U comes from
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the variation of Hodge structure on vanishing cohomology of a smooth family of surfaces

on U with at worst ADE singularities over Ū . By a global (in fiber direction) version of

Brieskorn’s theorem, by taking a finite covering and base change, there is a simultaneous

resolution of the total space, which implies the certain base change of T (U) will extend to a

covering space. By extending the finite quotient, we obtain the desired completion W̄ .

As an additional remark, Brieskorn’s resolution is not unique (although the resulting

completion of T (U) is unique), so the "geometric interpretation" will not work when the

base is not local.

3.5 General Case: Schnell’s Completion and Infinite Monodromy

3.5.1 Infinite Monodromy

Corollary 3.3.4 tells us that when the global monodromy is finite, we can compactify the

covering map T → Osm. However, the following result will show it is very rare:

Lemma 3.5.1. Assume X ⊆ Pn+1 is a smooth hypersurface of odd dimension. Then

T → Osm has finite monodromy if and only if the vanishing cohomology Hn−1
van (Xt,Z) is

concentrated on Hodge type.

Proof. The sufficiency is straightforward, since the intersection pairing is definite on the

subspace H
n−1
2
,n−1

2 (Xt,C). The necessity can be found in [57, p.295].

Corollary 3.5.2. When X is a hypersurface of P4 with degree at least 4, T → Osm has

infinite global monodromy, and

Tv → Osm

is a covering space of infinite sheet.

In fact, we can construct a quartic threefold with a hyperplane section having a triple

point singularity, and the local monodromy around such a hyperplane section is infinite.
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Since this thesis focuses on hypersurfaces of P4, we are interested in finding an analytic

completion of Tv. Schnell provides an answer by [50] using theory on Hodge modules.

3.5.2 Schnell’s Completion

For a polarized variation of Hodge structure (H, Q) of even weight over a quasi-projective

variety B0, as a Zariski open subset of a smooth projective variety B, Schnell [50] constructed

a completion of TZ, the étale space of the local system HZ.

More explicitly, assume that H has weight 2n. The data (H, Q) consists of a Z-local

system over B0, a flat connection ∇ on HC = H ×Z OB0 , Hodge bundles F pHC and a

nondegenerate pairing

Q : HQ ×HQ → Q

satisfying the Hodge-Riemann conditions.

Consider F nH the associated Hodge bundle, i.e., the subbundle whose fiber at p ∈ B0 is

F nHp, the n-th Hodge filtration of the complex vector space Hp. Then it is shown in Lemma

3.1 from [50] that for each connected component Tλ/B0 of TZ/B0, the natural mapping

Tλ → T (F nH)

α 7→ Q(α, ·)

is finite, where T (F nH) is the underlying analytic space of the Hodge bundle.

Moreover, according to Saito’s Mixed Hodge Modules theory, there is a Hodge module

M underlying a filtered DB0-module (M, F•M) supported on B, as the minimal extension

of (H,∇).

Schnell considered the space T (Fn−1M) as the analytic spectrum of the (n− 1)-th filtra-

tion ofM and showed that the analytic closure of the image of the composite of

ε : Tλ → T (F nH)→ T (Fn−1M)
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is still analytic, therefore it extends to a finite analytic covering by Grauert’s theorem, so

there is a normal analytic space T̄λ extending Tλ.

Lemma 3.5.3. [53, Theorem 4.2, 23.1] There is a normal holomorphically convex analytic

space T̄λ containing Tλ as an open dense subspace, and a finite holomorphic mapping

ε̄ : T̄λ → T (Fn−1M)

with discrete fibers that extends ε.

Schnell defines T̄Z as the union
⋃
λ T̄λ. The closed analytic subscheme ε̄−1(0) ⊆ T̄Z is

defined to be the extended locus of Hodge classes.

In fact, when X is a smooth hypersurface of projective space, the minimal extensionM

can be described as Griffiths’ residues [52].
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Chapter 4: Cubic Threefolds

4.1 Overview

A smooth cubic threefold X is a hypersurface of P4 defined by a homogeneous polynomial

F (x0, . . . , x4) of degree 3. The projective lines in X form a smooth surface F of general type.

The intermediate Jacobian JX of X is a principally polarized abelian variety of dimension

5, and there is an Abel-Jacobi map

F × F → JX, (L1, L2) 7→
∫ L1

L2

. (4.1)

The image of the Abel-Jacobi map is the theta divisor Θ of JX. Beauville showed that

there is only one singularity at 0 ∈ JX and the blowup Bl0(Θ) resolves the singularity, and

the exceptional divisor K is isomorphic to the cubic threefold X itself.

LetM⊆ F × F be the open subspace of pairs on skew lines, then the restriction of the

Abel-Jacobi map toM factors through the locus of the primitive vanishing cycle Tv:

M→ Tv ⊆ Θ \ {0}.

So Tv is contained in Bl0(Θ) \K = Θ \ {0}, so is an open dense subspace of Bl0(Θ).

Theorem 4.1.1. For a general cubic threefold X, its locus of primitive vanishing cycles on

hyperplane sections Tv has a canonical compactification T̄v. Moreover, T̄v is isomorphic to

Bl0(Θ).
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In fact, the Gauss map

Θ 99K (P4)∗, p 7→ P(TpΘ)

extends to a regular map

Bl0(Θ)→ (P4)∗.

Its stein factorization is a composite

Bl0(Θ)
f−→ W

g−→ (P4)∗,

where W is an an normal algebriac variety, f is birational and g is finite. In fact, we’ll show

that W is isomorphic to T̄v.

Theorem 4.1.2. For a smooth cubic threefold X, its locus of primitive vanishing cycles on

hyperplane sections Tv has a canonical compactification T̄v. Moreover, there is a birational

morphism Bl0(Θ)→ T̄v which contracts finitely many elliptic curves corresponding to Eckardt

points on X.

WhenX is general and has no Eckardt point, Bl0(Θ)→ T̄v is an isomorphism, so Theorem

4.1.1 is a special case of Theorem 4.1.2.

To interpret the boundary points of T̄v, denote

π̄ : T̄v → O

the branched covering space extending π : Tv → Osm. Let t0 ∈ O be a point and X0 := Xt0

the corresponding hyperplane section. Suppose X0 has at worst ADE singularities, then the

minimal resolution

X̃0 → X0

has exceptional divisors union of a bunch of (−2) curves determined by the Dynkin diagram

of the corresponding ADE type of the singularities. On the other hand, these effective (−2)

curves generate a subgroup We of the Weyl group W (E6). Then we have the following result:
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Theorem 4.1.3. The fiber π̄−1(t0) is identified with the orbit of the group action We ↷

R(E6).

Further, since the Abel-Jacobi map (4.1) descends to Tv, we get a holomorphic map

Tv → JX. (4.2)

It agrees with the topological Abel-Jacobi map (2.49) that we introduced earlier. So we also

call (4.2) topological Abel-Jacobi map.

We can ask if this map extends to the closure T̄v.

Theorem 4.1.4. The topological Abel-Jacobi map Tv → JX extends to T̄v if and only if X

has no Eckardt points. On the other hand, we blow up O at Eckardt hyperplanes and denote

the new space as Õ. By applying Stein’s theorem to the completion Osm ⊆ Õ, we get a finite

branched covering T̃v → Õ. Then the topological Abel-Jacobi map (4.2) extends to a regular

morphism T̃v → Bl0JX.

In Section 4.2, we will review basic facts on cubic surfaces and cubic threefolds. We will

prove Theorem 4.1.1 in Section 4.3 and Theorem 4.1.2 in Section 4.4.

In Section 4.5, we’ll study the extension of the Abel-Jacobi map from Tv to its completion.

In Section 4.6, we will relate the boundary points on T̄v to the Lie theory of the root system

of the minimal resolution of the singular cubic surfaces, in the case where they have at worst

ADE singularities (Theorem 4.6.5).

In Section 4.7, we relate to our results to Schnell’s construction. In particular, we provide

an alternative proof of the tube mapping theorem in the case of cubic threefold.

In Section 4.8, we will discuss some additional results on Eckardt cubic threefolds.
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4.2 Preliminaries

4.2.1 Root System on Cubic Surfaces

It’s well known that there are 27 lines on a smooth cubic surface S. We’ll see in this

section how the difference of a pair of skew lines defines a primitive vanishing cycle, and

there are 72 primitive vanishing cycles in total.

A cubic surface S can be obtained by blowing up 6 points p1, . . . , p6 in general position

on P2. In fact, the linear system o of cubics through the 6 points has dimension 4. It sepa-

rates points and tangent vectors on the blowup Blp1,...,p6P2, therefore it induces a projective

morphism from Blp1,...,p6 → P3 and is an isomorphism onto the cubic surface S.

Let e0 be the class of the pullback of a general line on P2 and e1, . . . , e6 be the classes of

the exceptional divisors, then

Pic(S) ∼= H2(S,Z) ∼= I1,6

has basis e0, e1, ..., e6, and the intersection pairing is given by

ei · ej =


1, if i = j = 0,

−1, if i = j ̸= 0,

0, if i ̸= j.

The hyperplane class is h = 3e0 − e1 − · · · − e6, which coincides with the anticanonical

class −KS and is represented by the strict transform of a cubic curve passing through the 6

blow-up points.

A line L ⊆ S is a smooth divisor with degree one, and by adjunction formula, L ·L = −1.

So an equivalent definition is

Definition 4.2.1. Call β ∈ Pic(S) a line on S if it satisfies

β2 = −1, β · h = 1.
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Lemma 4.2.2. The 27 lines on S are:

(i) 6 exceptional curves Ei, 1 ≤ i ≤ 6,

(ii) 15 strict transforms Fij of the lines through pi and pj, 1 ≤ i < j ≤ 6, and

(iii) 6 strict transforms Gi of conics passing through all points but pi, for 1 ≤ i ≤ 6.

Expressiong in the standard basis, they are ei, e0 − ei − ej, 2e0 −
∑

k ̸=i ek, for all possible

i ̸= j.

The orthogonal complement h⊥ of h in Pic(S) is the E6-lattice with basis α1 = e0− e1−

e2 − e3, αi = ei−1 − ei, i = 2, . . . , 6 and the intersection pairing (·, ·) given by



−2 0 0 1 0 0 0
0 −2 1 0 0 0 0
0 1 −2 1 0 0 0
1 0 1 −2 1 0 0
0 0 0 1 −2 1 0
0 0 0 0 1 −2 1
0 0 0 0 0 1 −2


. (4.3)

It can also be represented in the Dynkin diagram

Figure 4.1: E6 Dynkin Diagram

The automorphism group Aut(h⊥) is isomorphic to the Weyl group W (E6) of the E6 Lie

algebra.

Definition 4.2.3. Call the set

RS = {α ∈ Pic(S)|α2 = −2, α · h = 0}, (4.4)
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the root system of S. Call α ∈ RS a root of S.

Note that (−1) times the matrix (4.3) is the Cartan matrix of root system R(E6). One

refers to [22, Section 8.2] for the root system of E6, or [34, Chapter III] for general theory on

root systems. The following two lemmas will follow from general theory on the root system

of E6.

Lemma 4.2.4. The root system RS of a smooth cubic surface S together with the intersection

pairing (4.3) is isomorphic to the root system of E6 with sign of the intersection pairing

reversed. Namely,

(RS, (·, ·)) ∼= (R(E6),−⟨·, ·⟩).

Lemma 4.2.5. (i) RS consists of 72 roots.

(ii) The automorphism of RS = (RS, (·, ·)) is the Weyl group W (E6) of the Lie algebra

E6. W (E6) acts transitively on the set of 72 roots.

Recall that the Weyl group W (E6) is generated by reflections {rα}α∈RS
, where

rα : β 7→ β + (β, α)α (4.5)

is a reflection with respect to the wall Hα = {(·, α) = 0} associated to a root α.

In fact, the action (4.5) has geometric meaning: Consider a family of cubic surfaces

{St}t∈∆ parameterized by a holomorphic disk ∆ such that St is smooth when t ̸= 0 and S0

has an ordinary double point (equivalently, an A1 singularity), there is a vanishing cycle α

on nearby St0 . Take a loop l whose class in π1(∆
∗, t0) is a generator, then the action (4.5)

describe a generator of the monodromy representation

ρ∆ : π1(∆
∗, t0)→ AutH2(St0 ,Z)
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as we considerd in (3.1). Further, (4.5) coincides to the Picard-Lefschetz transformation

(3.2).

Lemma 4.2.6. Let S be a smooth cubic surface. There is one-to-one correspondence between

RS ↔ sets of 6 mutually disjoint lines on S ↔ sets of planar representation of S.

Proof. For each 6-tuple (L1, . . . , L6) of mutually disjoint lines, there is a unique root α such

that (α,Li) = 1 for all i = 1, . . . , 6. Explicitly, α is given by 2v − [L1] − · · · − [L6], where

v = 1
3
(h+ [L1] + · · ·+ [L6]) can be shown to be a lattice point in I1.6 [22, Lemma 9.1.2]. The

uniqueness follows from the fact that [L1], . . . , [L6] are linearly independent. This establishes

the first correspondence.

For for each 6-tuple (L1, . . . , L6) of mutually disjoint lines, since Li has self-intersection

(−1), blowdown these curves, one obtains P2. This establishes the second correspondence.

Proposition 4.2.7. Every root α on S can be written as the difference [L1]− [L2] for a pair

of skew lines L1, L2 in S in exactly 6 different ways.

Proof. One can choose a planar representation of S as a blow-up of 6 points on P2 corre-

sponding to a given root α, so α is expressed as

α = 2e0 − e1 − · · · − e6. (4.6)

On they other hand, since [Gi] = 2e0−
∑

j ̸=i ej, one has α = [Gi]− [Ei] for each i = 1, . . . , 6.

Its direct to check these are the only way to express α as the class of difference of two

lines.

Now suppose X ⊆ P4 is a smooth cubic threefold, and S is a smooth hyperplane section.

Then the vanishing cohomology H2
van(S,Z) is identified with a subgroup of H2(S,Z) that
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is orthogonal to the hyperplane class h via the intersection pairing on H2(S,Z). So by

Definition 4.4, RS ⊆ H2
van(S,Z). In fact, RS generates a full rank lattice.

Let Osm ⊆ (P4)∗ parameterizes smooth hyperplane sections of X. There is a local system

H2
van on Osm whose stalk at t is isomorphic to the vanishing cohomology H2

van(Xt,Z). The

local system H2
van has a realization of analytic covering map T → Osm. It has a 72-to-1

sub-covering space

q : R → Osm.

Proposition 4.2.8. q is a connected covering map. As a result, R is a connected component

of T .

Proof. Consider the set of pairs of skew lines on smooth hyperplane sections

M = {(L1, L2, t) ∈ F × F ×Osm|L1, L2 ⊆ Yt, L1 ∩ L2 = ∅}. (4.7)

The projection π to the third coordinate is a natural covering map, whose fiber over t consists

of pairs of skew lines on Xt.

Then a version of Proposition 4.2.7 in families implies there is a degree-6 covering map

e :M→R given by (L1, L2) 7→ [L1]− [L2], together with a commutative diagram.

M R

Osm

π

e

q

On the other hand, since any pair of disjoint lines (L1, L2) spans a hyperplane in P4

and determines the hyperplane section Yt containing both of the lines, there is an inclusion

M ↪→ F × F as a Zariski open dense subspace. The complement is a divisor, therefore, M

is connected. So as a continuous image ofM, R is connected as well.
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From a different point of view, the connectedness of the covering space π :M→ Osm is

governed by the monodromy group of 27 lines over Osm.

Lemma 4.2.9. ([54, VI.20], [17, Theorem 0.1]) Let X sm → Osm be the universal family of

smooth hyperplane sections of X. The monodromy group permuting the 27 lines is isomorphic

to the Weyl group W (E6).

Proof of Proposition 4.2.8 based on Lemma (4.2.9). It suffices to prove the connectivity of

π. By Lemma 4.2.9 and Lemma 4.2.6, the monodromy action is transitive on the set of 6

mutually disjoint lines and the stabilizer group is isomorphic to permutation group S6 [22,

Proposition 9.2.3]. Moreover the stabilizer group acts on the 6 lines {L1, ..., L6} faithfully:

the reflection (4.5) given by the root [Li] − [Lj] permutes Li and Lj and fixes other four

lines. Therefore, the Weyl group W (E6) is transitive on the ordered 6-tuple (L1, ..., L6) of

mutually disjoint lines. In particular, the monodromy action is transitive on the set of pairs

of skew lines (L1, L2). So the covering spaceM/Osm is connected.

Proposition 4.2.10. R = Tv is the same covering space of Osm. In other words, a primitive

vanishing cycle on a smooth hyperplane section of X is a root and vice versa.

Proof. By Proposition 4.2.8, R/Osm is a connected component of T/Osm. By definition,

Tv/Osm is also a connected component, it suffices to show that one root is a primitive

vanishing cycle.

Take a one parameter family {St}t∈∆ of hyperplane sections of X such that ∆ intersects

X∗ transversely at smooth point. So S0 has an ordinary node and St is smooth for t ̸= 0.

There is a vanishing cycle δ ∈ H2(St,Z). We are going to show that δ is a root.

For a smooth cubic surface S, it is isomorphic to blowup of 6 general points {p1, . . . , p6}

on P2. When the 6 blowup points move to lie on a conic Q. The linear system o of cubics

through the 6 points contains a 3-dimensional subspace consisting of cubics that are a union
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of Q and a line. It follows that |o| does not separate the points on the strict transform Q̃,

so the projective morphism Blp1,...,p6P2 → P3 contracts Q̃ to the node of the cubic surface.

Take a double cover of ∆̃ → ∆ branched at 0 and base change, the monodromy is

eliminated and the new family {Ss}s∈∆̃ with t = s2 regarded birationally as varying the 6

blowup points {p1(s), . . . , p6(s)} on P2, and when s = 0, the 6 points lie on a conic Q.

In other words, there is a commutative diagram

S̃ S

∆̃

f

h

g

Here f : S̃ → ∆̃ is a smooth morphism whose fiber is Blp1(s),...,p6(s)P2 and g : S → ∆̃ has

fiber Ss. h is a birational map which is isomorphic over s ̸= 0 and its restriction to s = 0 is

S̃0 → S0

which desingularizes S0 and sends Q̃ to the node.

Now denote e0 the ei the i-th exceptional divisor for i = 1, . . . , 6 as before. By Ehres-

mann’s theorem, these classes are well-defined on the fiber of f over the entire ∆̃. Since the

strict transform Q̃ has class [Q̃] = 2e0 − e1 − · · · − e6 over s = 0. Its deformation to nearby

Ss is a vanishing cycle.

As we have seen earlier, the class 2e0− e1− · · · − e6 is a root, so St = Ss2 has a primitive

vanishing cycle equal to a root.

In summary, we have shown that when X is a smooth cubic threefold, the locus of

vanishing cycles on smooth hyperplane sections of X

πv : Tv → Osm, (4.8)
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is a 72-to-1 covering space, and the fiber over t is identified with the root system on the

cubic surface St.

We’re interested in the topology and geometry of the covering map πv and its completion.

4.2.2 Lines on Cubic Threefolds

Let X be a smooth cubic threefold. Then its middle dimensional cohomology H3(X,Z)

admits a polarized Hodge structure of weight 3. As we have introduced in (2.36), the

intermediate Jacobian

JX = F 2H3(X,C)∨/H3(X,Z)

of X is a abelian variety. By the unimodularity of the intersection pairing

H3(X,Z)×H3(X,Z)→ Z, (ω1, ω2) 7→
∫
X

ω1 ∧ ω2,

JX is principally polarized. By the residue computation in Example 2.3.3, we know the

Hodge numbers of h3,0 = 0 and H2,1 = 5. So JX is a principally polarized abelian fivefold.

By a classical theorem of Griffiths and Clemens [19], JX is not Jacobian of a genus 5

curve. Moreover, they proved a Torelli theorem for cubic threefold.

Theorem 4.2.11. [19] The intermediate Jacobian JX as a polarized abelian variety uniquely

determines the cubic threefold X.

Consequently, they showed that a smooth cubic threefold is not rational.

The proof Theorem 4.2.11 relies on studying the Abel-Jacobi map, which we introduced

in Example 2.3.3, and will be studied in detail later.

The intermediate Jacobian JX has an ample divisor Θ, such that h0(Θ) = 1. Such

divisor is called a theta divisor. It is unique up to translation.

According to Beauville [7] The theta divisor Θ has a unique singularity, so up to trans-

lation, the singularity can be placed at 0 ∈ JX. Beauville showed that 0 is a triple point
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singularity on Θ and the projective tangent cone is isomorphic to the cubic threefold Y .

This provides an alternative proof of Theorem 4.2.11.

Let Gr(2, 5) be the Grassmannian of projective lines in P4. Since X ⊆ P4 is a closed

subvariety, the variety F = {(x, t) ∈ X × Gr(2, 5)|x ∈ Lt} parameterizing projective lines

on X is a closed subvariety of Gr(2, 5).

Lemma 4.2.12. F is a smooth surface of the general type.

F parameterizes two types of lines on X.

Definition 4.2.13. A line L ⊆ X is called to be of first type if the normal bundle NL|X ∼=

OL ⊕OL; L is called to be of second type if the normal bundle NL|X ∼= OL(1)⊕OL(−1).

Equivalently, as we will see in the later sections, a line L ⊆ Y is of the first type if and

only if there is a smooth quadric surface tangent to Y along L; L is of the second type if

and only if there is a projective plane P tangent to X along L. Lines of the first type are

dense in F , while the set of lines of the second type forms a divisor of F .

The Albanese variety of F is an abelian variety

Alb(F ) = H1,0(F )∨/H1(F,Z).

There is an Albanese map

alb : F → Alb(F ), p 7→
∫ p

p0

, (4.9)

which turns out to be an embedding.

There is an isomorphism [19] of abelian varieties

Alb(F ) ∼= JX

induced by H1(F,Z)→ H3(X,Z) sending one cycle c on F to the "P1-bundle" over c. This

is also called cylindrical homomorphism. It follows that Alb(F ) is principally polarized.
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For a smooth cubic threefold X and a general point p ∈ X, 6 lines on X pass through

p (The intersection X ∩ PTpX is a cubic surface with an A1 singularity, and 6 lines pass

through the node). However, there might be special points with one-parameter families of

lines passing through.

Definition 4.2.14. Let X be a smooth cubic threefold. An Eckardt point p ∈ X is a point

where infinitely many lines on X pass through p.

Lemma 4.2.15. Let X be a smooth cubic threefold. Then there are at most finitely many

Eckardt points. p ∈ X is an Eckardt point if and only if the tangent hyperplane section

TpX ∩X is a cone over a smooth cubic plane curve. Moreover, a general cubic threefold X

has no Eckardt points.

Proof. The first two statements can be derived from Lemma 8.1 in [19]. For the last state-

ment, denote by C the locus in the universal family P19 = P(Sym3C4) of cubic surfaces that

parameterizes cone over plane cubic curves. Then dimC = 12. Let W be the space of all

cubic surfaces in P4. Since every cubic surface sits in exactly one hyperplane section, then

there is a natural projection

p : W → (P4)∗,

whose fiber is isomorphic to P19. Set P34 = P(Sym3C5) to be the space of all cubic hyper-

surfaces in P4. Then there is a map

f : P34 × (P4)∗ → W

(X,H) 7→ X ∩H,

by sending a cubic threefold to a hyperplane section. Then f preserves the projection to

(P4)∗. Moreover, f is a fiber bundle over W , and the fiber consists of cubic threefolds

containing a fixed cubic surface, which has constant dimension 15. Let C ⊆ W be the locus
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of cone over plane cubic curves, then codimWC = 7. Therefore the preimage f−1(C) has

codimension 7 as well. It follows that its image in P34 under the projection to the first

coordinate has codimension at least 3, which completes the proof.

As a consequence of Lemma 4.2.15, there will be an elliptic curve Ep ⊆ F corresponding

to each Eckardt point p ∈ X. In fact, according to [49], all elliptic curves of the F arise

in this way. Later we will show that the image of the Abel-Jacobi map of E × E in JX is

isomorphic to E, where the Gauss map takes constant value.

4.2.3 Abel-Jacobi Map

Recall that for a smooth projective variety X. We introduced Griffiths’ Abel-Jacobi map

(2.39) which sends algebraic cycles of codimension r that are homologous to zero to r-th

intermediate Jacobian.

Let X be a smooth cubic threefold. We want to study codimension-two algebraic cycles,

i.e., curves. The condition of a curve X in X to be homologous to zero is equivalent to its

degree deg(C) = C ·H = 0, where H is a hyperplane section. Also, instead of studying the

entire Chow group of 1-cycles, we’ll restrict our attention to the degree-one 1-cycles, i.e.,

lines.

Since the surface F parameterizes lines on X, the Abel-Jacobi map is given by

ψ : F × F → JX, (p, q) 7→
∫ Lp

Lq

, (4.10)

where the integral is taken over a 3-chain Γ whose boundary is ∂Γ = Lp − Lq.

It is shown in [19] that ψ is generically 6:1 onto the theta divisor Θ of JX. By definition,

when ϕ(L,L) = 0, so ψ contracts the diagonal ∆F to the point 0. According to Beauville

[7], 0 is the only singularity on Θ and is a triple point.

When Y is general, ∆F is the only positive dimensional fiber of ψ. We will show in later

sections that when Y has Eckardt points, ψ has other positive dimensional fibers as well.
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There is a Gauss map

G : Θ 99K (P4)∗, p 7→ PTpΘ

which associate each smooth point of the theta divisor Θ to its projective tangent hyperplane

in PT ∗(JX) = JX × (P4)∗ followed by the projection to (P4)∗.

A key step to showing Theorem 4.2.11 is to understand the composite of G with the

Abel-Jacobi map (4.10).

Lemma 4.2.16. The composite

Φ = G ◦ ψ : F × F 99K (P4)∗

is identified with the map

(L1, L2) 7→ Span(L1, L2)

associating each pair of skew lines to the hyperplane they spanned.

Beauville [7] showed that ψ induces morphism on the blowup. In other words, there is a

commutative diagram

Bl∆F
(F × F ) Bl0(Θ)

F × F Θ

ψ̃

ψ

(4.11)

We will provide a modular interpretation of this morphism in the later sections.

To understand the restriction of ψ̃ on the exceptional divisor D of the blowup Bl∆F
(F ×

F ), we look at the commutative diagram
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PTF PN∆F
(F × F ) Bl∆F

(F × F ) Bl0Θ Bl0JX

F ∆F F × F Θ JX

∼= ψ̃

∼= ψ

(4.12)

D is isomorphic to the associated projective bundle of the normal bundle N∆F
(F × F ).

Since N∆F
(F × F ) ∼= TF , we have an identification

D ∼= PN∆F
(F × F ) ∼= PTF .

On the other hand, Beauville [7] showed that the exceptional divisor of Bl0(Θ) is isomor-

phic to the cubic threefold X.

There is geometric interpretation of the map (4.11) on the exceptional divisorD described

in [19] Proposition 12.31. Denote Γ ⊆ F ×X the incidence variety of pairs (t, x) with x ∈ Lt,

then the first projection Γ→ F is a natural P1-bundle.

Lemma 4.2.17. ([19, p.342-p.345], [58], [2]) There is a canonical isomorphism

α : PTF ∼= Γ, (4.13)

as P1-bundle over F .

Corollary 4.2.18. Via the identification (4.13), the extended Abel-Jacobi map ψ̃ restricted

to the exceptional divisor D is identified with to the exceptional divisor

ψ̃|E : PTF → Y

is isomorphic to

Γ→ Y, (t, y) 7→ y,

by projection to the second coordinate.
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One can refer to [35, Chapter 5] for detailed discussion on the related topics about cubic

threefolds.

We will describe the map (4.13) explicitly. Over the locus of lines of the first type, α

turns out to be equivalent to the following: for a line Lt of first type on Y , the normal bundle

is OLt ⊕OLt . Each section s ∈ PH0(Lt, NLt|Y ) determines a line in P4 disjoint from Lt, and

the span of the two lines is a hyperplane Hs which is tangent to Y at a unique point ps on

Lt. The map α is defined as

α : (t, s) 7→ ps.

Now as t move in a holomorphic disk ∆ with t = 0 corresponds to a line of second

type, there is a holomorphic vector bundle V of rank 2 on ∆, whose stalk at t is isomorphic

to H0(Lt, Lt|Y ). The bundle V can be ontained from the following. Let I∆ = {(t, x) ∈

∆×X|x ∈ Lt} be the incidence variey, where ∆ is a holomorphic disk embedded in F . Let

π1 and π2 be projection to the two coordinates. Then there is exact sequence of coherent

sheaves on I∆.

0→ TI∆/∆ → π∗
2TX → N → 0.

Here TI∆/∆ = TI∆/π
∗
1T∆ is the relative tangent tangent bundle. N is a rank two vector

bundle with

N|Lt
∼= NLt|X

∼=

{
OP1 ⊕OP1 , t ̸= 0,

OP1(1)⊕OP1(−1), t = 0.

Then the vector bundle V is isomorphic to the pushforward (π1)∗(N) and is trivial of

rank 2. So V ∼= ∆× C2.

Consider a nonvanishing section t 7→ (t, st) on V . As t goes to 0, the line Lt becomes

a line of the second type L0, and st ∈ H0(OLt ⊕ OLt) becomes a section s ∈ OL0(1), so s0

has a unique zero zero(s0) ∈ L. We will prove in Proposition 5.2.15 that α sends (t0, s0) to

zero(s0), the conjugate point of zero(s0) under the dual map.
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4.3 Compactification of Locus of Primitive Vanishing Cycles: Gen-
eral Cubic Threefold

Now we want to compactify the space Tv. The following argument is a direct consequence

of Theorem 3.3.1.

Corollary 4.3.1. There exists a normal algebraic variety T̄v together with a finite map

T̄v → O

which extends the 72-to-1 covering map Tv → Osm. Moreover, T̄v is unique up to isomor-

phism.

In this section, we will give proof of Theorem 4.1.1, which is stated below.

Theorem 4.3.2. For a general cubic threefold X, its locus of primitive vanishing cycles on

hyperplane sections Tv has a canonical compactification T̄v. Moreover, T̄v is isomorphic to

Bl0(Θ).

Proof. According to Theorem 3.3.1, there is a unique normal algebraic variety Tv, together

with a finite map

T̄v → O

which extends the 72-to-1 covering map Tv → Osm.

The Abel-Jacobi map ψ : F × F → JX is generically 6-to-1, and the image is the theta

divisor Θ. If we restrict the Abel-Jacobi map to M, then ψ|M factors through Tv, because

the six differences of two disjoint lines are in the same rational equivalent classes, or by the

fact the Abel-Jacobi map agrees with the topological Abel-Jacobi map (2.45) and the six

difference of two disjoint lines represent the same vanishing cohomology class (Proposition

4.2.7). Further, we note that these maps preserve projection to Osm, so we have the following

diagram.
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M/Osm Tv/Osm

Θ◦/Osm

e

ψ|M
j

Here Θ◦ is the image of M, which is dense open in Θ. The evaluation map e sends

(L1, L2) 7→ [L1]− [L2] to the difference of the classes. Therefore j : Tv/Osm ∼= Θ◦/Osm is an

isomorphism.

It follows that Tv ∼= Θ◦ ↪→ Bl0(Θ) is an open dense subspace. On the other hand,

Bl0(Θ) is smooth and the morphism Bl0(Θ) → O extends the covering map Tv → Osm. By

uniqueness of T̄v from Theorem 3.3.1, it suffices to show that

Bl0(Θ)→ O (4.14)

is finite.

To do this, we first note that (4.14) factors through the Nash blowup Θ̂ of Θ, namely the

closure of the graph of Gauss map Θ 99K O. The exceptional divisor of Θ̂ is isomorphic to

the dual variety X∗ of X. The map Bl0(Θ) → Θ̂ is the normalization and its restriction to

the exceptional divisor is the dual map X → X∗. So it suffices to show Θ̂→ O is finite.

Second, according to Lemma 4.2.16, if we denote Γ(Φ) to be the graph closure of the

rational map Φ : F × F 99K O, (L1, L2) 7→ Span(L1, L2), then there is a commutative

diagram

Γ(Φ) Θ̂

F × F Θ O

ψ̄

G̃

ψ G

(4.15)
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So to show Θ̂→ O is finite, it suffices to show that the composite

G̃ ◦ ψ̄ : Γ(Φ)→ O (4.16)

is finite.

By definition, the fiber of (4.16) over t0 ∈ O consists of pairs of lines L1, L2 in the

hyperplane section Xt0 that are limits of pairs of skew lines on the nearby smooth hyperplane

sections.

However, by assumption, the cubic threefold X is general, so every hyperplane section of

X has at worst ADE singularities and contains finitely many lines. In particular, the fiber

of (4.16) is finite, so (4.14) is a finite morphism.

Remark 4.3.3. The diagram (4.15) is a dominated by the diagram (4.11). In fact, there is

a normalization map

N : Bl∆F
(F × F )→ Γ(Φ). (4.17)

To see this, Γ(Φ) is the projection of graph of Φ̃ under the projection

Bl∆F
(F × F )→ F × F ×O.

It is 1-to-1 on the exceptional fibers of lines of the first type, and 2-to-1 over on the excep-

tional fibers of lines of the second type. Therefore by Zariski’s main theorem, (4.17) is the

normalization map.

In fact, Γ(Φ) is singular over the locus C of lines of the second type, and N−1(C)→ C is

2-to-1.

4.4 Compactification of Locus of Primitive Vanishing Cycles: Eckardt
Cubic Threefolds

(4.15) In this section, we aim to prove Theorem 4.1.2, which is stated below.
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Theorem 4.4.1. There is a birational morphism Bl0(Θ)→ T̄v contracting finitely many el-

liptic curves, which are one-to-one corresponding to the Eckardt points on the cubic threefold

Y . In particular, when Y is general, T̄v is isomorphic to Bl0(Θ).

Different from the case where cubic threefold is general, X is now a smooth cubic threefold

and can have Eckardt points. To prove Theorem 4.4.1, we will use the covering map e, the

completion of M, together with the Abel-Jacobi map. Recall that we have the following

commutative diagram from (4.12).

Bl∆F
(F × F ) Bl0(Θ)

O

π̃

ψ̃

λ (4.18)

Lemma 4.4.2. π̃ is generically finite. The only positive dimensional fibers are Ei×Ei over

Eckardt hyperplanes ui.

To prove Lemma 4.4.2, we will need the notion of Hilbert schemes, which we will study

in the next chapter. In fact, Bl∆F
(F × F ) is a branched double cover of the Hilbert scheme

of a pair of skew lines. By interpreting fibers of π̃ as a double cover of Hilbert scheme of a

pair of skew lines on a cubic surface, Lemma 4.4.2 will follow from Theorem 5.3.10. Now we

turn to an important consequence of this lemma.

Corollary 4.4.3. The extended Gauss map λ : Bl0(Θ) → O is generically finite. The only

fiber positive dimensional fibers are elliptic curve Ei over Eckardt hyperplane ui.

Proof. We look at the restriction of the Abel-Jacobi map ψ : F × F → JX:

E × E ↪→ F × F → JX.
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The map factors through

E × E f−→ Alb(E)
g−→ Alb(F ) ∼= JX,

where f : (p, q) 7→
∫ p
q
. g is inclusion since E ∼= Alb(E) and F → Alb(F ) is an embedding.

It follows that ψ(E × E) ∼= E is an elliptic curve, and by commutativity of (4.18), the

strict transform of ψ(E × E) is contracted by λ.

Notation 4.4.4. Denote Ci ⊆ Bl0(Θ) be the elliptic curves that are strict transforms of

ψ(Ei × Ei).

Now we are ready to prove the Theorem 4.4.1.

Proof of Theorem 4.4.1. Similar to the proof of Theorem 4.3.2, there is an inclusion Tv ↪→ Θ

is an open subspace, and the image is disjoint from Ci, we have natural inclusion i : Tv ↪→

Bl0(Θ). Now we take the stein factorization

Bl0(Θ)
λ1−→W

λ2−→ O,

where λ1 is birational and contracts the curves Ci, while λ2 is finite. Moreover, W is normal

since Bl0(Θ) is normal (p.213 in [28]).

Now, the composition Tv ↪→ Bl0Θ → W is inclusion and preserves the projection to O.

So as branched covering maps, W/O extends Tv/Osm. Due to the normality of W and the

uniqueness of extension analytic branched covering from Theorem 3.3.1, W/O ∼= T̄v/O. This

proves the theorem.

We note here that the exceptional divisor K of Bl0(Θ) is isomorphic to X by Beauville.

The restriction to K of the projection λ : Bl0(Θ)→ O has target X∗, which is a hypersurface

of degree 24. The map is isomorphic to the dual map

X → X∗,

which associate each point p to its tangent hyperplane TpX. This map is finite and birational,

and so is the normalization by Zariski’s main theorem.
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4.5 Extension of the Abel-Jacobi Map

We are interested in whether the Abel-Jacobi map can extend to the completion space.

Proposition 4.5.1. The Abel-Jacobi map Tv → JX extends to a morphism T̄v → JX if

and only if the cubic threefold Y has no Eckardt point.

Proof. When the cubic threefold Y has no Eckardt point, T̄v ∼= Bl0(Θ). The extension is

just the composite

Bl0(Θ)→ Θ ↪→ JX. (4.19)

On the other hand, when Y has Eckardt points, the map cannot extend over the point

λ(Ci), as the image of Ci in JX is an elliptic curve but not a point.

We will look for a different compactification T̃v of Tv and expect the Abel-Jacobi map to

extend over.

4.5.1 Stable Reduction.

Let X0 be a hyperplane section of X with an elliptic singularity. Choose a general pencil

of hyperplane sections through X0 and restrict it to a small holomorphic disk D with t = 0

corresponding to X0. Denote X → D the corresponding pullback family of hyperplane

sections of X. Then the family is smooth over D∗ = D \ {0}.

Denote X̃0 the blow-up of X0 at the cone point p. Then X̃0 is a ruled surface over a

planar cubic curve E. We’ll consider the stable reduction of the family.

Proposition 4.5.2. There is a 3-to-1 branched cover D̃ → D totally ramified at 0, a smooth

total space X̃ , and a flat family X̃ → D̃ extending the fiber product X ×D∗ D̃. Moreover, the

fiber X̃0 at 0 is a simple normal crossing divisor X̃0 ∪ Z, where Z is a cubic surface arising

as cyclic cover of P2 along E. Moreover, the normal bundle NX̃0|X̃ restrict to O(−1) to the

ruling of X̃0.
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Proof. X0 is a cone over a plane cubic curve E. Take the coordinate such that E is contained

in the plane x3 = 0 and the defining equation of E is a homogeneous cubic F (x0, x1, x2).

The same equation in P3
[x0,x1,x2,x3]

defines X0 and x0 = x1 = x2 = 0 is the elliptic singularity

p.

The local affine equation of X around the cone point p of X0 can be expressed as

F (x0, x1, x2) + tG(x0, x1, x2, t) = 0, (4.20)

whereG(x0, x1, x2, t) is homogeneous of degree two. By the generality of the pencil, G(0, 0, 0, 0) ̸=

0 and the cone point is not in the base locus of the D-family. Then by restricting to a smaller

neighorhood, the equation (4.20) defines X around p.

Let’s blowup X at p. Substitute the equation (4.20) by x1 = x0x
′
1, x2 = x0x

′
2 and t = x0t

′,

we have

x30F (1, x
′
1, x

′
2) + x0t

′(c+G≥1) = 0, (4.21)

where c is a nonzero constant and G≥1 = G≥1(x0, x
′
1, x

′
2, t

′) has degree at least one. It follows

that the fiber of 0 becomes X̃0∪3[P2], where X̃0 is the strict transform of X0 and P2 is defined

by x0 = t = 0. The two components meet transversely along the exceptional curve of X̃0.

Now take the connected triple cover D̃ → D branched at 0 and take the fiber product

X ×D D̃. So we substitute s3 = t = x0t
′ in the local equation (4.21) and obtain

x30F (1, x
′
1, x

′
2) + s3(c+G≥1) = 0. (4.22)

The total space is singular along the preimage P̃2 of P2. However, normalization will

smooth the total space. In fact, divide the equation (4.22) by x0, one has

F (1, x′1, x
′
2) + (

s

x0
)3(c+G≥1) = 0. (4.23)

By restricting to an open subspace such that c+G≥1 is nonvanishing and becomes a unit,

(4.23) defines an integral dependence relation of s/x0 over certain localization of the ring
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C[x0, x′1, x′2, t′]. The normalization σ : X̃ → X is done in a local coordiante by introducing

the variable z = s/x0 and the new total space X̃ is locally defined by

F (1, x′1, x
′
2) + z3(c+G≥1) = 0, s = x0z. (4.24)

Note that x0 = 0 is the locus where σ is not isomorphic. So we get a family

X̃ → D̃, (4.25)

whose fiber at 0 is X̃0 ∪Z, where Z is triple cover of P2 branched along E, and X̃0 meets Z

transversely along E.

Since O(X̃0 + Z) = OX̃0
, one has O(X̃0 + Z)|X̃0

= OX̃0
. On the other hand, O(Z)|X̃0

=

OX̃0
(X̃0∩Z) = OX̃0

(E∞), where E∞ is the section at infinity, i.e., the divisor with E2
∞ = −3.

Therefore

NX̃0|X̃ = O(X̃0)|X̃0
= OX̃0

(−E∞). (4.26)

Since E∞ intersects each member of the ruling transversely at one point, the normal

bundle restricted to the ruling has degree (−1).

Remark 4.5.3. In the proof above, we obtained the semistable family (4.25) by blowup the

original total space, then base change and normalizing. Alternatively, one can base change

first and then blow up to obtain the family (4.25).

Corollary 4.5.4. The monodromy group of the family X → D is Z3.

Proof. By Proposition 4.5.2, the normal bundle NX̃0|X̃ restricts to O(−1) on the ruling of

X̃0. It follows from Nakano’s contractibility criterion [8, Theorem 3.2.8] that there exists a

complex analytic manifold W and a holomorphic map X̃ → W contracting the ruled surface

X̃0 to E and is biholomorphic elsewhere.

Now W → D̃ is a smooth family, so it is topologically trivial by Ehresmann’s theorem,

so the monodromy is trivial as well. So the claim follows.
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Remark 4.5.5. The contraction X̃ → W can be chosen to be algebraic. In fact, by a relative

version of Mori’s Cone theorem [40, Theorem 3.25], it suffices to show that the ruling F on

X̃0 is extremal in the relative Mori cone NE(X̃/D̃). Assume that

F = aE∞ + bC, (4.27)

where C is an effective curve whose irreducible components are not contained in the ruled

surface X̃0. Then by intersecting both sides of (4.27) with X̃0 and use (4.26), one obtains

−1 = 3a+ bC · X̃0.

Since C · X̃0 ≥ 0, a and b cannot be both positive.

4.5.2 New Completion

Based on what we have seen, when the cubic threefold has an Eckardt point, the Abel-

Jacobi map Tv → JX does not extend to T̄v. One reason is that the local monodromy group

at an Eckardt hyperplane is too large so that it acts transitively on the 72 roots. Suggested

by the previous proposition, the monodromy group has order 3 in a general pencil through

the Eckardt hyperplane, which is much smaller.

From the other point of view, if we specify a one-parameter family of hyperplane sections

through the Eckardt hyperplane, the 27 lines on the nearby fiber specialize to 27 lines on the

Eckardt cone, so does a vanishing cycle represented by the difference of the classes of two

skew lines. This suggests the Abel-Jacobi map extends along this one-dimensional disk.

To change from a 4-dimensional neighborhood to a 1-dimensional neighborhood, we blow

up O = (P4)∗ at Eckardt hyperplanes and denote the new space to be Õ. Apply Stein’s

completion theorem to the finite covering π : Tv → Osm with respect to the completion

Osm ⊆ Õ, we obtain a normal analytic space T̃v together with a finite morphism T̃v → Õ
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extending π. Denote P ∼= P3 a connected component of the exceptional divisor on Õ, we

have the following characterizations of the new completion space T̃v.

Proposition 4.5.6. (i) T̃v is isomorphic to the normalization of T̄v ×O Õ.

(ii) T̃v ×Õ P → P is finite and has degree 24 ≤ d ≤ 72.

Proof. For part (i), note T̄v ×O Õ → Õ is also finite and extends π, so is its normalization,

which has to be isomorphic to T̃v by the uniqueness of Stein’s completion.

For part (ii), since T̃v ×Õ P → P is finite, it suffices to show the general fiber consists

24 points. For a general point v on P and D → Õ a holomorphic disk transverse to P at

point v, take the pullback family X of hyperplane sections of X. By Corollary 4.5.4, the

monodromy over D\{0} has order 3. So each connected component is either 3-to-1 or 1-to-1

mapping to D \{0}. It follows that the cardinality of the fiber at v is at least 72/3 = 24.

Proposition 4.5.7. There is a morphism T̃v → Bl0JX extending the topological Abel-Jacobi

map Tv → JX.

Proof. The morphism π̃ :M = Bl0(Θ)→ O has fiber Ei over an Eckardt hyperplane ti ∈ O,

so M ′ :=M \ ∪i(Ei)→ O \ {t1, . . . , tk} is a finite branched covering. Denote σ : Õ→ O the

blowup at ti. Then we can take the closure of the pullback of M ′ in the fiber product

σ−1(M ′) ⊆M ×O Õ. (4.28)

The projection to the second coordinate π2 : σ−1(M ′) → Õ is finite. In fact, let v ∈ Pi

corresponding to a pencil Lv ⊆ O of hyperplanes {Ht = Hi+ tHv = 0}, then the fiber π−1
2 (v)

is the limit of the finitely many points π̃−1(t) as t goes to 0. In other words, the closure of

(Lv \ 0)×O M in M is a finite cover over an open neighborhood of 0 ∈ Lv and its fiber over

t = 0 corresponds to π−1
2 (v).

107



By Stein’s Theorem 3.3.1, the normalization of σ−1(M ′) is T̃v. Now the argument follows

from that the composite T̃v → σ−1(M ′)→ Bl0(Θ)→ Θ extends the topological Abel-Jacobi

map Tv → Θ.

4.6 Interpretation of Boundary Points

For a smooth cubic threefold X, we have shown that there is a unique completion T̄v of

the locus of primitive vanishing cycle Tv and we relate it to the theta divisor of intermediate

Jacobian (Theorem 4.1.2).

We have an interpretation of boundary points of T̄v by the following: The fiber of X∗ =

O \Osm corresponds to orbits of monodromy action induced by local fundamental groups.

More precisely, Suppose a point p ∈ T̄v has the following interpretation. Denote t0 ∈ O

the projection of p. Let B be a small ball around t0. Pick a base point t′ ∈ Bsm =

B ∩ Osm. The fundamental group π1(B
sm, t′) acts on the root system R(E6) = RXt′

over t′

via monodromy action.

Proposition 4.6.1. There is a bijection between the fiber of T̄v at t′ and the set of orbits of

π1(B
sm, t′) ↷ R(E6).

Our goal in this section is to build up the relationship between these monodromy orbits

and the minimal resolutions of the singular cubic surfaces corresponding to points in X∗ and

the related Lie theory of the root systems.

For each t0 ∈ O, pick a small neighborhood B around t0. Fix another base point t′ ∈

Bsm := Osm ∩ B, then the monodromy action permutes the 72 roots on the fiber (πv)
−1(t′).

Since it preserves the intersection pairing and polarization, it preserves the structure of root

system. Since AutH2(St′ ,Z) = Aut(I1,6) = W (E6), the monodromy representation as we

defined in (3.9) is a homomorphism

ρt0 : π1(B
sm, t′)→ W (E6). (4.29)
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Recall that we defined Gt0 = Im(ρt0) to be the (local) monodromy group of the hyperplane

section St0 .

According to the definition of completion of finite analytic cover in Theorem 3.3.1, we

have the following monodromy interpretation of the fibers of

πv : T̄v → O.

Lemma 4.6.2. The fiber PVt0 = (π̄v)
−1(t0) corresponds to the orbits of the local monodromy

action Gt0 ↷ R(E6).

Let S0 denote the cubic surface as the hyperplane section of X corresponding to t0 ∈ O.

We would like to relate the monodromy orbits R(E6)/Gt0 to the root system on its minimal

resolution S̃0 → S0.

4.6.1 Minimal Resolution

Let S be a cubic surface with at worst ADE singularities. Let

σ : S̃ → S

be its minimal resolution, then S̃ is a weak del Pezzo surface of degree 3 and one can still

define the root system R(S̃) as

α2 = −2, α ·KS̃ = 0. (4.30)

It is known that R(S̃) is isomorphic to R(E6). This can be seen as follows. One can

regard S̃ as blowing up six bubble points on P2 in an almost general position. The six points

can be deformed smoothly as they move to a general position along a real one-dimensional

path. As the equation (4.30) is topological invariant, the root system on S̃ is defined.

Note that each irreducible component C of the exceptional divisor of σ is a (−2) curve

and is orthogonal to the class KS̃ since σ is crepant, so C defines a root and is effective as
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divisor class. We call such root an effective root. The set of all effective roots generates a

sub-root system Re of R(S̃). Since each of the singularity xi of S corresponds to a bunch of

(−2)-curves on S̃ and they generate a sub-root system Ri, Re is isomorphic to the product∏
i∈I Ri, where I is the index set of singularities of S. Each Ri corresponds to a connected

sub-diagram of the Dynkin diagram of E6. One refers to [22], sections 8.1, 8.2, 8.3, and 9.1

for the detailed discussion.

Moreover, the reflections with respect to all of the effective roots define a subgroupW (Re)

of the Weyl group W (E6), and W (Re) is isomorphic to the product
∏

i∈IWi, where Wi is

the Weyl group generated by the reflections corresponding to the exceptional curves over

the singularity xi. One can consider the action of W (Re) on R(E6). The orbits that are

contained in Re are naturally in bijection with the set of singularities on S. One can also

define the maximal/minimal root of an orbit. In particular, the maximal root of the orbit

corresponding to xi equals the cohomology class of the fundamental cycle Zi at xi. We refer

to [44], section 2.1 for the detailed discussion.

Definition 4.6.3. We define the R(S) to be the set of the orbit in R(E6) under the action

by W (Re). We call R(S) to be the root system on S.

Note that R(S) is just a set, without any intersection pairing. In fact, the set R(S) =

R(E6)/W (Re) is used in [44, Theorem 2.1] to parameterize the connected components of the

(reduced) Hilbert scheme of generalized twisted cubics on S.

Our main result is the following.

Proposition 4.6.4. Assume that the cubic surface St0 has at worst ADE singularities. Then

there is an isomorphism

Gt0
∼= W (Re) (4.31)
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between the local monodromy group Gt0 of St0 and the subgroup of W (E6) generated by the

relections of all effective roots in the minimal resolution S̃t0 of St0.

The following theorem will follow from Lemma 4.6.2 and Proposition 4.6.4.

Theorem 4.6.5. There is a bijection of sets

PVt0 ←→ R(S).

Example 4.6.6. Take a one-parameter family {St}t∈∆ of cubic surface, where S0 has an A1

singularity, and St is smooth when t ̸= 0. Assume that total space is smooth. Then there

is a vanishing cycle δ associated to the family. Fix a base point t′ ∈ ∆∗. The monodromy

representation π1(∆
∗, t′)→ R(E6) is generated by the Picard-Lefschetz transformation

Tδ : α 7→ α + (α, δ)δ. (4.32)

As δ2 = −2, Tδ has order two, Tδ coincides with the reflection of root system along δ.

Therefore, the orbits of monodromy action are naturally identified with the orbits of Weyl

group W (A1) = Z2 action.

We can compute the cardinality of orbits using the geometry of the nodal cubic surface.

The cubic surface St0 can be represented by blowup of 6 general points on P2, and as it

degenerates to S0, the 6 points come to lie on a conic. Use the same notation as Proposition

4.2.7, we can choose the vanishing cycle δ = 2h−e1−· · ·−e6. The 72 roots can be expressed

as classes

(1) ±δ, 2 roots;

(2) ±(h− ei − ej − ek), i, j, k distinct, 40 roots;

(3) ei − ej, i ̸= j, 30 roots.

The roots in classes (1) and (2) have nonzero intersections with δ, while the classes in

(3) are orthogonal to δ, so by the Picard-Lefschetz formula, the number of local monodromy

orbits is 1 + 20 + 30 = 51. So |PVt0| = |R(S)| = 51.
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In [44] Theorem 2.1, the authors showed that R(S) = R(E6)/W (Re) are in bijection

with the connected components of the reduced Hilbert schemes of generalized twisted cubics

on S0. The orbits that contain an effective root correspond to generalized twisted cubics

that are not Cohen-Macaulay (whose reduced schemes are planar). Those orbits that don’t

have any effective roots correspond to the generalized twisted cubics that are arithematic

Cohen-Macaulay (whose reduced schemes are not planar). Section 3 of [44], it showed that

there is a bijective between the W (Re)-orbit on R(S̃) \ Re and the linear determinantal

representations of cubic surfaces. The cardinality of such orbits is listed in p.102, Table 1.

On the other hand, we know that the cardinality of the orbits on Re is exactly the number

of the singularities. So we obtain the cardinality of the root system R(S) by adding up the

two numbers.

Corollary 4.6.7. The cardinality |R(S)|, which coincides with the cardinality of the fiber of

T̄ ′ → O corresponding to the cubic surface S, is listed in the table below.

Re Type # Re Type # Re Type #
∅ I 72 4A1 XVI 17 A1 + 2A2 XVII 9
A1 II 51 2A1 + A2 XIII 15 A1 + A4 XIV 6
2A1 IV 36 A1 + A3 X 12 A5 XI 5
A2 III 31 2A2 IX 14 D5 XV 3
3A1 VIII 25 A4 VII 9 A1 + A5 XIX 3

A1 + A2 VI 22 D4 XII 7 3A2 XXI 5
A3 V 17 2A1 + A3 XVIII 8 E6 XX 1

Table 4.1: Numbers of roots on cubic surfaces of given singularity type.
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4.6.2 A Local Argument.

We will start to prove Proposition 4.6.4 from this section. We need first to study the

local monodromy of a cubic surface around one singularity.

Let p : X → B be the family of cubic surfaces over the ball B arising from hyperplane

sections on X. Let x0 be an isolated singularity of St0 , where St0 is the hyperplane section

X ∩ Ht0 . Take a small ball D0 in the total space X around x0. Then by restricting to

Dsm
0 = D0 \ p−1(X∗), the morphism

psm : Dsm
0 → Bsm

is a smooth fiber bundle. Let F be a fiber, then there is a monodromy representation

ρt0,x0 : π1(B
sm, t′)→ AutH2(F,Z). (4.33)

We call Im(ρt0,x0) the (local) monodromy group of St0 at the singularity x0.

Proposition 4.6.8. Assume x0 has type ADE. Then the monodromy group Im(ρt0,x0) at x0

is isomorphic to the Weyl group Wx0 corresponding to singularity type of x0.

To prove this proposition, we need to use the Milnor fiber theory. One refers to [23] a

more detailed survey.

4.6.3 Monodromy Group on Milnor Fiber.

Let f(x1, ..., xn) = 0 be a hypersurface in Cn with an isolated singularity at 0, then the

Milnor fiber F of f is the {f = w} ∩ Bn for a ball Bn around origin of small radius and

w ∈ C with a small magnitude. F has homotopy type of a bouquet of µ spheres of dimension

n− 1, where µ is the Milnor number of the singularity, which coincides with the dimension

of C-vector space C[x1, ..., xn]/( ∂f∂x1 , ...,
∂f
∂xn

).
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A deformation of f is an analytic function

g(x1, ..., xn, w) : Cn × C→ C

such that g(x1, ..., xn, 0) = f(x1, ..., xn), and f̃(x1, ..., xn) = g(x1, ..., xn, 1) is called a pertur-

bation of f . There is a perturbation f̃ of f such that f̃ is a Morse function in the sense

that all critical values of f̃ are distinct and all critical points are nondegenerate. There are

exactly µ critical points t1, ..., tµ of f̃ and they are contained in a δ-neighborhood Dδ of 0 in

C. The Milnor fibers of f and f̃ are diffeomorphic.

We can choose a base point t′ ∈ Dδ − {t1, ..., tµ} and paths pi, 1 ≤ i ≤ µ connecting t′ to

ti such that its interior is contained in Dδ−{t1, ..., tµ}. We define a loop li based at t′ where

li goes around ti anticlockwise along a small circle centered at ti and is connected by pi. The

loops l1, ..., lµ generate the fundamental group π1(Dδ − {t1, ..., tµ}, t′). The loop li induces

monodromy action on the cohomology of fiber Hn−1(F,Z) given by the Picard-Lefschetz

formula

Ti : α 7→ α + (α, δi)δi,

where δi is the vanishing cycle associated to the critical value ti. The set of all vanishing

cycles {δi}µi=1 generates Hn−1(F,Z). When n is odd, (δi, δi) = ±2, while when n is even,

(δi, δi) = 0.

Definition 4.6.9. We define monodromy group of the Milnor fiber of f to be the subgroup

of AutHn−1(F,Z) generated by T1, ..., Tµ.

The monodromy group is independent of the choice of perturbation function and the

loops l1, ..., lµ. Moreover, in the case where n = 3 and f(x1, x2, x3) = 0 has ADE singularity

at origin, the following result is well known.
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Lemma 4.6.10. ([3, p.99], [32])) Vanishing cycles δ1, ..., δµ can be naturally chosen to form

a basis of the root system of the corresponding ADE type in H2(F,Z). The monodromy group

of f is the Weyl group corresponding to the type of singularity.

These vanishing cycles are obtained by a sequence of conjugation operations of paths

{pi}µi=1. Such operations are called Gabrielov operations.

Now let S0 be the cubic surface arising from a hyperplane section of X with an affine

chart defined by f(x1, x2, x3) = 0 with an isolated singularity at (0, 0, 0) of ADE type. The

next result will show that deforming f in the family of hyperplane sections is the "same" as

considering the Milnor fiber theory of f .

Lemma 4.6.11. Choose a linear 2-dimensional hyperplane sections family parameterized by

(λ,w) ∈ C2 with (0, 0) corresponds to f(x1, x2, x3) = 0 with an ADE singularity, then there

is an ε > 0 such that for all λ,w with |λ|, |w| < ε, an affine chart of the total family has

analytic equation

fλ(x1, x2, x3) + w = 0, (4.34)

where fλ(x1, x2, x3) is the affine equation of the hyperplane section at (λ, 0).

Proof. f(x1, x2, x3) = 0 is an affine cubic surface with an isolated singularity at (0, 0, 0) of

ADE type. Using x1, x2, x3, w as affine coordinates, the cubic threefold X has equation

F (x1, x2, x3, w) = f(x1, x2, x3) + wQ(x1, x2, x3) + w2L(x1, x2, x3) + w3σ,

where Q,L, σ are polynomials of degree 2, 1, and 0, respectively.

Projecting to the w-coordinate, we obtain a pencil

X → C (4.35)
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of hyperplane sections fw(x1, x2, x3) = F (x1, x2, x3, w) of X through f(x1, x2, x3) = 0. Since

the cubic threefold is smooth, Q(0, 0, 0) ̸= 0. Therefore, the equation of cubic threefold is

F (x1, x2, x3, w) = f(x1, x2, x3) + wG(x1, x2, x3, w) = 0,

where G(x1, x2, x3, w) is quadratic and is non-vanishing in a small neighborhood D of 0.

Therefore, by restricting to D and setting g = f/G, we get a family

g(x1, x2, x3, w) + w = 0,

which is analytically equivalent to the family (4.35) restricted to D.

Now we choose a perturbation of f in the hyperplane section family transversal to the w

direction. In other words, we choose a linear function

l = ax1 + bx2 + cx3

with a, b, c ∈ C being general, then

fλ(x1, x2, x3) = F (x1, x2, x3, λl), λ ∈ C

is a pencil of hyperplane sections through f . We consider the two dimensional family spanned

by l and w. Then for (l, w) ∈ C2, the hyperplane section at λl + w is defined by

fλ,w = F (x1, x2, x3, λl+w) = fλ(x1, x2, x3)+wG(x1, x2, x3, w+λl)+λlH(x, y, z, w), (4.36)

where H(x, y, z, w) = G(x, y, z, w + λl) − G(x, y, z, λl) = wL(x1, x2, x3) + (2wλl + w2)σ is

divisible by w.

Therefore, denote G′ = G+ λlH/w, we can express the two dimensional family (4.36) as

fλ(x1, x2, x3)

G′ + w = 0,

in a small neighborhood D2 of origin. It is analytically equivalent to the family

fλ(x1, x2, x3) + w = 0.
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Proof of Proposition 4.6.8. Let Σ0 be the discriminant locus x0, namely the locus {t ∈

B|p−1(t)∩D0 is singular}. Σ0 ⊆ Y ∨ ∩B is an irreducible component (when S0 has only one

isolated singularity, they are the same).

Since the complement of the inclusion Bsm ⊆ B \ Σ0 has real codimension at least two,

there is a surjection

π1(B
sm, t′) ↠ π1(B \ Σ0, t

′),

where t′ is a fixed base point. Therefore, one reduces to the case where S0 has only one

singularity and Σ0 = X∨ ∩B.

We choose a general line L through t′ such that L intersect Σ0 transversely at smooth

points, then U = Bsm∩L is an analytic open space. Moreover, by a local version of Zariski’s

theorem on fundamental groups, there is a surjection

π1(U, t
′) ↠ π1(B

sm, t′). (4.37)

Therefore it suffices to show that the monodromy representations generated by the loops

in the 1-dimensional open space U is the entire Weyl group.

On the other hand, by Lemma 4.6.11, the hyperplane sections parameterized by U are

analytically equivalent to the family

f ′(x1, x2, x3) + w = 0,

where f ′ is the defining equation of the hyperplane section at t′ and is a perturbation of f .

Therefore, by Lemma 4.6.10, the monodromy group induced by π1(U, t′) is the Weyl group

corresponding to the type of x0.

4.6.4 Globalization.

Proposition 4.6.12. Let S0 be a hyperplane section of X and x0 be a singular point on S0

of type ADE. Let F denote the Milnor fiber of x0, and St a nearby general fiber, then there
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is an inclusion F ↪→ St. The induced map on homology

H2(F,Z)→ H2(St,Z)van (4.38)

is injective.

Proof. This is due to Brieskorn’s theory [11] and its globalization [4] (also see [40], Theorem

4.43). Using the same notations as we introduced at the beginning of this section, there

exists a finite cover B′ → B, such that the base-changed total family admits simultaneous

resolution in the category of algebraic spaces. In other words, there is a commutative diagram

as follows.

X ′ X ×B B′ X

B′ B

g

f

X ′ is a complex analytic manifold, f is bimeromorphic, and g is a proper holomorphic

submersion. (The resolution is generally not algebraic since the local gluing data is only

analytic.)

X ′ → B′ is diffeomorphic to the product St×B′ by Ehresmann’s theorem, so the Milnor

fiber F = St∩D0 is diffeomorphic to an open set U of the central fiber g−1(0). The argument

reduces to show that the homology group induced by the inclusion U ↪→ g−1(0) is injective.

g−1(0) is isomorphic to the minimal resolution S̃0 of S0. Denote V the exceptional curve

in S̃0 over x0. Then V is a bunch of µ (-2)-curves, and corresponds to a connected sub-

diagram of the Dynkin diagram of E6. Since the image of U in S0 is a neighborhood of x0, U

is a regular neighborhood of V . So the induced map H2(U,Z)→ H2(S̃0,Z) is injective.

Remark 4.6.13. This is false for elliptic singularity, since the Milnor number of such a

singularity is 8, while the vanishing homology on St has rank 6.
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Corollary 4.6.14. Via the inclusion (4.38), H2(F,Z) is an irreducible sub-representation of

H2(St,Z)van as π1(Bsm, t′)-representations. It induces isomorphism between the monodromy

group Im(ρ0) of x0 defined in (4.33) and the monodromy group Im(ρ) defined in (4.29).

Now we’re ready to prove our main Proposition in this section.

Proof of Proposition 4.6.4. Denote x1, ..., xk the singularities of St0 with ADE type. LetWi be

the Weyl group corresponding to the type of the singularity xi, then W (Re) = W1×· · ·×Wk.

We’ll show that the local monodromy group is isomorphic to W1 × · · · ×Wk as well.

Let Di denote a small ball in X around xi such that Di ∩ Dj = ∅ for i ̸= j. Let

Σi = {t ∈ B|St ∩Di is singular} be the discriminant of xi. Then Σi is an irreducible divisor

of B and X∨ ∩B = ∪iΣi(xi). None of the Σi contains Σj for i ̸= j, since otherwise the locus

will extend to a proper curve, contradicting to the fact that the dual variety X∨ is smooth

in codimension one, and that the smooth locus parameterizes the hyperplane section with

one ordinary nodal singularity.

Fix a general point t′ ∈ Bsm. We take a general pencil L in O through t′ intersecting

X∨ ∩ B transversely along the smooth locus. So L intersects each Σi transversely at points

tji , for j = 1, ..., µi, where µi is the Milnor number of xi. None of the tji coincides with tj
′

i′

unless i = i′ and j = j′. There is a vanishing cycle δji ∈ H2(St′ ,Z) associate to tji . The

monodromy action T ji induced by the simple loop around tji on the 72 roots is given by the

Picard-Lefschetz formula (4.32) associated to δji . Moreover, via the surjectivity

π1(L ∩B, t′) ↠ π1(B
sm, t′),

the monodromy group defined in (4.29) is generated by T ji , i = 1, ..., k, j = 1, ..., µi. By

Proposition 4.6.8 and Corollary 4.6.14, the subgroup generated by {T ji }
µi
j=1 is the Weyl group

Wi, which is also the subgroup generated by the reflections corresponding to the exceptional

curves over xi.
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Finally, since δji can be represented by a topological 2-sphere contained in the neighbor-

hood Di around xi, so the intersection number

(δji , δ
j′

i′ ) = 0, i ̸= i′.

Therefore, the monodromy operators T ji and T j
′

i′ commute for i ̸= i′ by Picard-Lefschetz for-

mula. Therefore, the subgroup corresponding to the monodromy group of xi commutes with

the subgroup corresponding to the monodromy group of xj. It follows that the monodromy

group of S0 is the product W1 × · · · ×Wk.

4.7 Relation to Schnell’s Results

4.7.1 D-modules

Recall in Lemma 3.5.3, we introduced Schnell’s construction of completion of TZ for a

variation of Hodge structure of even weight.

In the case where the variation of Hodge structure comes from vanishing cohomology of

hyperplane sections on a smooth cubic threefold, all H2 on the general hyperplane section is

concentrated in (1, 1) part, so F 2H is trivial and so isM. Therefore the analytic spectrum

is nothing but the base space O. So the completion of the locus of primitive vanishing cycle

Tv is exactly the T̄v space we are discussing. In short, as a consequence of Theorem 4.4.1,

we have:

Corollary 4.7.1. When the variation of Hodge structure comes from vanishing cohomology

of hyperplane sections on a smooth cubic threefold, the completion space T̄Z defined in [50]

p.10 contains an irreducible component which is biholomorphic to T̄v space and is obtained

by contracting finitely many curves in Bl0(Θ).
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4.7.2 Tube Mapping

In [51], Schnell studied the relationship between the primitive homology Hn(X,Z)prim of a

smooth projective variety X ⊆ PN of dimension n and the vanishing homology Hn−1(Y,Z)van

of a smooth hyperplane section Y = X
⋂
H. Let Osm ⊆ (PN)∗ be the open set of smooth

hyperplanes, and l ⊆ Osm be a loop based at t, and α ∈ Hn−1(Y,Z)van, if l∗α = α, then the

trace of α along the loop l is a topological n-chain on X with boundary α− l∗α = 0, so it is

a n-cycle which is well-defined in the primitive homology. Since the n-cycle is a "tube" on

α over the loop l, such map is called tube mapping. Schnell proved that

Theorem 4.7.2. ([51]) If Hn−1
van (Y,Z) ̸= 0, then the tube map

{([l], α) ∈ π1(Osm, t)×Hn−1(Y,Z)van|l∗α = α} → Hn(X,Z)prim

has cofinite image.

Equivalently, the set of tubes on vanishing cohomology classes generates the middle

dimensional primitive cohomology on X over Q.

Herb Clemens conjectured that the theorem is still true by restricting the tube map to

tubes on a single primitive vanishing cycle α0. In other words,

Conjecture 4.7.3. Under the same hypothesis, the image of

{([l], α0) | [l] ∈ π1(Osm, t), l∗α = α} → Hn(X,Z)prim (4.39)

is cofinite.

We will prove this conjecture when X is a general cubic 3-fold.

Theorem 4.7.4. Let X be a smooth cubic threefold, then the conjecture is true.

Proof. First note that H3(X,Z) = H3(X,Z)prim due to H1(X) = 0. Second, a primitive

vanishing cycle α0 ∈ H2(Xt,Z) is represented by the difference of two lines, so (t, α0) is a
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point on Tv. Also, recall that Tv is a finite-sheet covering space of Osm. A loop l ⊆ Osm such

that l∗α0 = α0 based at t corresponds to a loop l̃ ⊆ Tv based at (t, α0), so by abusing the

notation ∗ as the base point, the map (4.39) is the same as

π1(Tv, ∗)→ H3(X,Z). (4.40)

The following result is proved in [63, p.26] in a more general setting. For the reader’s

convenience, we provide self-contained proof here.

Proposition 4.7.5. The map (4.40) is the induced map on fundamental groups from the

topological Abel-Jacobi map ϕ : Tv → JX, followed by the isomorphism π1(JX, ∗) ∼= H3(X,Z).

Proof. Let l̃ ⊆ Tv be a loop based at (t, α0), then its Abel-Jacobi image is determined by a

family of 3-chains Γt indexed by t ∈ [0, 1] modulo 3-cycles on X, so we can choose Γt to be

the union Γ0

⋃
Γ′
t where Γ′

t =
⋃
s∈[0,t] αs as trace of primitive vanishing cycles along the path

[0, 1]. It follows that Γ1 is a 3-chain such that ∂Γ1 = ∂Γ0 = α0, so the induced map on π1

sends l̃ to the image of the 3-cycle Γ1 − Γ0 =
⋃
t∈[0,1] αt in H3(X,Z).

Finally, the proof of the theorem follows from the following argument.

Proposition 4.7.6. The map (4.40) induced by ϕ is surjective.

Proof. First of all, ϕ : Tv → JX factors through the inclusion Tv ⊆ Bl0(Θ). Moreover,

Tv ⊆ Bl0(Θ) is a complement of a divisor in a smooth complex manifold, as a smooth loop

based can be deformed to be disjoint from a real codimension-two set, there is a surjection

π1(Tv, ∗) ↠ π1(Bl0(Θ), ∗). Therefore, it suffices to show that π1(Bl0(Θ), ∗) → π1(JX) is

surjective.

Next, choose p ∈ F such that its corresponding line Lp is of the second type on X and let

Dp be the divisor of lines that are incident to Lp. By Lemma 10.7 of [19], p ∈ Dp, it follows

that {p}×F \Dp is disjoint from the diagonal. In particular, let σ : Bl∆F
(F ×F )→ F ×F
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be the blowup map, the restriction of σ−1 to the domain of ψp is an isomorphism. We define

the restricted Abel-Jacobi map

ψp : {p} × F \Dp → JX. (4.41)

ψp lifts to the blowup, so the image of π1(Bl0(Θ), ∗)→ π1(JX) contains (ψp)∗(π1({p} ×

F \Dp, ∗)) as a subgroup. Thus it suffices to show that ψp induces surjectivity on fundamental

groups.

To show this, note that ψp factors through the inclusion {p} × F \ Dp ⊆ {p} × F ,

which induces a surjective map on the fundamental group for the same reason as in the

first paragraph of the proof. Moreover, the map {p} × F ∼= F → JX factors through the

Albanese map

F JX

Alb(F )

ψ

alb
∼= (4.42)

together with the isomorphism Alb(F )
∼=−→ JX [19]. It follows that ψ induces an isomorphism

between fundamental groups, therefore, so does ψp.

4.8 Additional Results on Eckardt Cubic Threefold

4.8.1 Is Intermediate Jacobian a Product

When a cubic threefold X contains an Eckardt point, an elliptic curve E ⊆ F parame-

terizes lines on X through the Eckardt point. In fact, this corresponds to an elliptic curve

E ⊆ JX contained in the Jacobian variety. It can be seen as the Abel-Jacobi image of E×E.
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We can ask if JX splits as a product of E and an abelian fourfold. This cannot hold

since Beauville showed that the theta divisor Θ of JX has only one singularity, while the

theta divisor of a product E × A is reducible, so the singular locus has dimension 3.

We’ll give an alternative proof of this result by showing the polarization of E induced

from JX is not principal.

Let E ⊆ F be the elliptic curve corresponding to the lines through an Eckardt point on

X. The restriction of the Abel-Jacobi map ψ : F × F → JX to E × E factors through

E × E → Alb(E) ↪→ Alb(F ) ∼= JX.

Since Alb(E) ∼= E, this produces the inclusion

E ↪→ JX.

Proposition 4.8.1. The restriction to E of the principal polarization on JX is twice the

principal polarization on E.

The proof is given in [14, Lemma 1.12] based on a fact that an Eckardt point p on a cubic

threefoldX defines an involution τ : X → X fixing p and induces an involution τ : JX → JX

on the intermediate Jacobian. The authors further showed that JX is isogeny to E × A,

where A is an abelian fourfold arising from the dual abelian variety of certain Prym variety

[14, Theorem 3.11].

We provide an alternative proof of Proposition (4.8.1).

Proof. Consider the commutative diagram

Here β : p−q 7→ Dp−Dq induces the principal polarization. α is induced by the inclusion

and γ is given by restriction. Therefore the composite γ ◦ β ◦ α : E → E is induced by the

principal polarization of JX. We’ll show that this map has degree 2.
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Alb(E) Alb(F ) Pic0(F ) Pic0(E)

E JX JX E

α

∼=

β

∼=

γ

∼= ∼=
∼=

(4.43)

Note that the divisor Dp has a component E, so we can express Dp as

Dp = D′
p + E,

where D′
p is the complementary divisor. Similarly, Dq = D′

q + E. It follows that

β ◦ α(p− q) = D′
p −D′

q.

Composed with γ, we have

γ ◦ β ◦ α(p− q) = (D′
p −D′

q) ∩ E.

We’ll first do some intersection computation. By adjunction formula,

2g(E)− 2 = E.(E +KF ).

Use the fact that KF ∼ 3Dx, where x ∈ F , and the fact that Dx ·E = 1, we obtain E2 = −3.

It follows that

D′
p.E = (Dp − E).E = 1− (−3) = 4.

This implies that the natural projection

πp : D
′
p → Lp

has degree 4.

On the other hand, Lp is a line of the second type, so when p is general on E, there are

5 distinct lines passing through a given general point x on Lp. The four lines come from the

fiber of πp at x, and the other line is Lp.
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Recall that there is a generically 6-to-1 cover from the incidence variety

λ : I = {(t, x) : x ∈ Lt} → X

and is simply branched over a Zariski dense subset of every component of the divisor of the

lines of the second type [19, 10.18].

Regarding the simple ramification locus of 6 lines over Lp, there are two possibilities:

(1) The simple ramification locus is the constant Lp line;

(2) The simple ramification locus is contained in D′
p.

For the second case, there is a section Lp → D′
p. However, the image is a rational curve

C ⊆ D′
p ⊆ F . This is impossible since the Albanese map F → Alb(F ) is an inclusion.

Therefore case (1) has to be true. When we specialize the 6 lines along Lp towards the

cone point, the limit 6 lines are π−1
p (D′

p) + 2Lp.

Let X ′ denote the open subspace of X by removing all the Eckardt points. There is a

natural map

ϕ : X ′ → JX,

x 7→
∫ λ−1(x)

λ−1(x0)

.

where x0 ∈ X ′ is a fixed point. The map ϕ extends to the blowup X̃ of X at all Eckardt

points, therefore, we have a proper morphism

ϕ̃ : X̃ → JX.

It has to be a constant map since π1(X̃) = 0.

In particular, π−1
q (D′

q) + 2Lq = π−1
p (D′

p) + 2Lp in JX for any p, q ∈ E.

It follows that (D′
p −D′

q) ∩ E = π−1
p (D′

p)− π−1
q (D′

q) = 2Lq − 2Lp = 2(Lq − Lp).

So the composite γ ◦ β ◦ α : E → E has degree two.
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4.8.2 Triple Lines and Eckardt Points

If a smooth cubic threefold X has an Eckardt point p, then the hyperplane S = TpX ∩X

is a cone over an elliptic curve E and any of the line L in the ruling of the cone is of the

second type. So P ∩X = 2L+ L′, where P is the (unique) plane tangent to X along L.

Definition 4.8.2. We call L a triple line if L′ = L, or equivalently, P ∩X = 3L.

Lemma 4.8.3. ([19, Lemma 10.15]) There are at most finitely many triple lines on a smooth

cubic threefold.

Similarly, any smooth cubic threefolds has finitely many Eckardt points (Lemma 4.2.15).

In fact, we have an upper bound:

Lemma 4.8.4. There are at most 30 Eckardt points on a smooth cubic threefold.

Proof. Each Eckardt point p ∈ X corresponds to a one-parameter family of lines through p

parameterized by an elliptic curve Ep. Let D2 ⊆ F be the divisor of the lines of the second

type, then Ep is an irreducible component of D2.

Choose a general line L on the cubic threefold transversal to all hyperplanes (any line

of the first type will do). Let DL denote the curve of lines incident to L. Let N be the

number of Eckardt points. Then N ≤ DL ·D. On the other hand, by [19, 10.9, 10.21], D2

is numerically equivalent to 6DL. Since DL ·DL = 5, one has DL ·D = 30, so N ≤ 30.

The number 30 of Eckardt points is reached by Fermat cubic threefold x30 + x31 + x32 +

x33 + x34 = 0. On the other hand, [49] showed that the 30 elliptic curves intersect mutually

at 135 points and [9] showed that these are all the triple lines on a Fermat cubic threefold.

In fact, [9] proved the following.

Lemma 4.8.5. Triple lines correspond to singularities of the divisor of lines of the second

type in F .
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As a consequence, the 30 elliptic curves of the Fano surface of lines of Fermat cubic are

exactly irreducible components of D2.

In this section, we’ll further explore the relationship between triple lines and Eckardt

points on a smooth cubic threefold. First, the following is clear:

Proposition 4.8.6. If X is a smooth cubic threefold and L ⊆ X is a line through an Eckardt

point p, then L is a triple line if and only if the corresponding point on E is a flex point.

It follows that for each Eckardt point p ∈ X, there are 9 triple lines associated with p.

However, since the divisor of lines of the second type may contain other components other

than elliptic curves corresponding to Eckardt points, potentially, other types of singularities

may occur. One can ask

Question 4.8.7. Does every triple line come from an Eckardt point?

We are going to provide a negative answer.

Consider the Clebsch surface defined by the equation

G(x0, . . . , x3) = x2x
2
0 + x3x

2
1 + x22x1 + x23x0.

Let XCle be the cubic threefold arising as a cyclic triple cover of P3 branched along G = 0,

i.e., XCle is defined by

F (x0, . . . , x4) = x2x
2
0 + x3x

2
1 + x22x1 + x23x0 + x34 = 0.

Then it contains a line L = {x2 = x3 = x4 = 0} of second type. There is a unique plane

P = {x2 = x3 = 0} tangent to XCle along L. Moreover P ∩XCle is defined by x34 = 0, so L

a triple line. However, we’re going to show that it does not come from an Eckardt point.

Claim 4.8.8. L does not pass through any Eckardt point on XCle.
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Proof. First, any hyperplane section {ax2+bx3 = 0}∩XCle is a cubic surface which is a cyclic

triple cover of plane cubic curve C defined by ax2+bx3 = 0 and x2x20+x3x21+x22x1+x23x0 = 0.

So the hyperplane section is an Eckardt cubic surface if and only if the cubic curve is a cone,

i.e., three lines intersecting at a single point. We’ll show it cannot happen.

For the hyperplane defined by x2 = 0, the corresponding cubic curve C has equation

x3x
2
1 + x23x0 = x3(x

2
1 + x3x0), which is not three lines.

For the hyperplane defined by x3 = λx2, the corresponding cubic curve C has equation

x2x
2
0 + λx2x

2
1 + x22x1 + λ2x0x

2
2 = x2(x

2
0 + λx21 + x2x1 + λ2x0x2).

The conic x20 + λx21 + x2x1 + λ2x0x2 has rank 3 when λ ̸= 0 and has rank 2 when λ = 0.

C is not three lines in either of the cases.

In the end, we ask the following questions.

Question 4.8.9. How to characterize triple lines that are not coming from an Eckardt point?

Parallel to Lemma 4.8.4, we ask the following question.

Question 4.8.10. What is the maximal number of triple lines on a smooth cubic threefold?
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Chapter 5: Hilbert Scheme of a Pair of Skew Lines

In this chapter, we study the irreducible componentH(X) of the Hilbert scheme of a cubic

threefold X that contains a pair of skew lines on X. Our main theorem is to show H(X) is

smooth and isomorphic to the blowup of symmetric product Sym2F of Fano surface of lines

on X along the diagonal (Theorem 5.2.2). Also, by relating to the singularities of hyperplane

sections of X, we characterized the subscheme of H(X) supported on a hyperplane section

(Theorem 5.3.10).

In Section 5.1, we review the irreducible component of the Hilbert scheme determined by

a pair of skew lines on projective space, which is characterized by Chen, Coskun, and Nollet

[16]. In Section 5.2, we prove the Theorem 5.2.2. In Section 5.3, we prove the Theorem

5.3.10. In Section, we provide some relationships of our study to Bridgeland moduli space.

5.1 Hilbert Scheme of a Pair of Skew Lines on Projective Spaces

5.1.1 Hilbert Scheme of a Pair of Skew Lines

Consider a pair (L1, L2) of skew lines on P3. As a closed subvariety, Z = L1 ∪ L2 has

Hilbert polynomial 2n + 2. It determines an irreducible component of the Hilbert scheme

Hilb2n+2(P3). According to [16], the Hilbert scheme Hilb2n+2(P3) has two irreducible compo-

nents H3 and H ′
3. A general point in H3 parameterizes a pair of skew lines. A general point

in H ′
3 parameterizes a smooth conic union an isolated point.
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Theorem 5.1.1. ([16], Theorem 1.1) Both H3 and H ′
3 are smooth and intersect transversely

along the union of the locus of type (III) and type (IV) schemes. Moreover, H3 is isomorphic

to Bl∆Sym2Gr(2, 4), the blowup of the symmetric product of Gr(2, 4) along the diagonal.

Moreover, the component H3 parameterizes four types of schemes:

Type (I): A pair of skew lines;

Type (II): A purely double structure supported on a line;

Type (III): A pair of incident lines with an embedded point determined by the square of

the ideal of the intersection point;

Type (IV): A double structure contained in a plane and supported on a line, together with

an embedded point determined by the square of the ideal of a point on the line.

Type I Type II

Type III Type IV

Figure 5.1: Schemes of the Four Types

One can write down the ideals of the schemes of the four types in the projective coordi-

nate x0, x1, x2, x3. The ideal of a type (I) scheme can be expressed as (x0, x1) ∩ (x2, x3) =

(x0x2, x0x3, x1x2, x1x3), which is the ideal of two disjoint lines x0 = x1 = 0 and x2 = x3 = 0;

The type (III) ideal can be written as (x20, x0x1, x0x2, x1x2) = (x0, x1x2)∩ (x0, x1, x2)2, which

131



determines a pair of incident lines x0 = x1 = 0 and x0 = x2 = 0 with a spatially embedded

point at the intersection point. The type (II) and (IV) ideals are all supported on a single

line x0 = x1 = 0. The corresponding ideal for type (II) scheme is (x20, x0x1, x21, x0x2 + x1x3),

while the ideal of the type (IV) scheme is (x20, x0x1, x21, x0x2) = (x0, x
2
1)∩(x0, x1, x2)2. Equiv-

alently, a type (II) scheme corresponds to the first-order neighborhood of a line in a smooth

quadric surface, while a type (IV) scheme corresponds to the first-order neighborhood of a

line in P2 union a spatially embedded point on the line.

The flat degenerations of the four types of schemes can be described geometrically as

follows.

(I)⇒(II): As two disjoint lines come to coincide linearly;

(I)⇒(III): As two disjoint lines come to intersect at one point, an embedded point occurs

at the intersection;

(III)⇒(IV): As two incident lines come to coincide;

(II)⇒(IV): As the smooth quadric surface degenerates to two planes intersecting trans-

versely along a line M . The support line L is contained in one of the planes and normal to

the other. The embedded point occurs at the intersection L ∩M .

One can interpret Theorem 5.1.1 via the Hilbert-Chow morphism [39, Theorem 6.3]

ρ3 : H3 → Sym2Gr(2, 4),

which sends type (I) and (III) schemes to their support, and sends type (II) and (IV) schemes

to their support with multiplicity two. Denote D the subvariety of Sym2Gr(2, 4) parame-

terizing pairs of incident lines on P3. We have the stratification ∆ ⊆ D ⊆ Sym2Gr(2, 4).

Then Theorem 5.1.1 states that ρ3 is the blow-up along ∆. Over ∆ is a P3 bundle consisting

of type (II) and type (IV) schemes (with type (IV) scheme forming a smooth quadric sur-

face). The set of type (I) and type (III) scheme over D \∆ are type (III) schemes and over

Sym2Gr(2, 4) \D are type (I) schemes.
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There is a similar result in higher dimensional projective spaces [16, Corollary 2.8]. For

m ≥ 4, Hilb2n+2(Pm) = Hm ∪ H ′
m consists of two irreducible components. Similar to the

m = 3 case, a general point of component Hm parameterizes a pair of skew lines and a

general point of the component H ′
m parameterizes a conic union an isolated point.

Hm still parameterizes the schemes of the four types defined in Theorem 5.1.1. Since

every scheme of the four types determines a unique linear subspace P3 of Pm containing the

scheme (also see [43, Lemma 3.5.3]), there is a morphism

π : Hm → Gr(4,m+ 1)

the fiber is isomorphic to H3.

Lemma 5.1.2. ([16, Corollary 2.8]) Hm is smooth, and is a H3 bundle via π.

Therefore, there are two natural morphisms from Hm.

Hm Gr(4,m+ 1)

Sym2Gr(2,m+ 1)

ρm

π

(5.1)

ρm is again the Hilbert-Chow morphism [39, Theorem 6.3].

We characterize the Hilbert-Chow morphism as successive blow-ups in the following

proposition, which will help prove the main theorem.

Proposition 5.1.3. The Hilbert-Chow morphism Hm → Sym2Gr(2,m+ 1) factors through

Hm
σ2−→ Bl∆Sym2Gr(2,m+ 1)

σ1−→ Sym2Gr(2,m+ 1) (5.2)

where σ1 blows up the diagonal, and σ2 blows up the strict transform of the locus D ⊆

Sym2Gr(2,m+ 1) parameterizing incident pairs of lines.
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Proof. Let I∆ be the ideal sheaf of the diagonal ∆ ⊆ Sym2Gr(2,m + 1), then the pullback

p∗I∆ is an ideal sheaf of a divisor, which is invertible since Hm is smooth ([16], Corollary

2.8). So by the universal property of the blowup ([33], Proposition II.7.14), the Hilbert-Chow

morphism p : Hm → Sym2Gr(2,m + 1) factors through Bl∆Sym2Gr(2,m + 1) as in (5.2),

where σ1 blows up the diagonal, and σ2 is birational.

Let D ⊆ Sym2Gr(2,m + 1) denote the locus of pair of incident lines and D̃ the strict

transform, which has codimension m − 2. For a type (III) supported on a pair of incident

lines L1∪L2, the embedded point determines and is uniquely determined by a P3 containing

L1 ∪ L2, and there is a Pm−3-family of such hyperplanes. Therefore the general fiber over

D (and therefore over D̃) is isomorphic to Pm−3. Now σ−1
2 (D̃) is a divisor. By the same

argument, σ2 factors through W = BlD̃Bl∆Sym2Gr(2,m + 1). We have a commutative

diagram.

Hm Gr(4,m+ 1)

W

Sym2Gr(2,m+ 1)

σ3

π

π′

ϕ

π′ is the morphism induced by the rational map ϕ : (L1, L2) 7→ span(L1, L2) and π =

π′ ◦ σ3. The fiber of ϕ is a dense subset of Sym2Gr(2, 4), whose closure in W is isomorphic

to Bl∆Sym2Gr(2, 4), so it is the fiber of π′. On the other hand, we know that the fiber of

π is also H3
∼= Bl∆Sym2Gr(2, 4), so σ3 is a bijective birational map. Therefore by Zariski’s

main theorem, it is an isomorphism.
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Remark 5.1.4. In fact, according to [48, Theorem A], Bl∆Sym2Gr(2,m+1) is isomorphic

to the Hilbert scheme of a pair of linear subspace of dimension (m− 2) in Pm. The blowup

map σ2 is the morphism considered in [48, Proposition 6.11].

5.2 Hilbert Scheme of a Pair of Skew Lines On Cubic Threefolds

5.2.1 Main Theorem

In this section, X is a smooth cubic threefold. Recall that we defined (4.7) a space M

consisting of set of triples (L1, L2, t) such that Xt is a smooth hyperplane section of X and

L1, L2 are disjoint lines on Xt. Moreover, there is a natural inclusion M ↪→ F × F since a

pair of skew lines uniquely determines a hyperplane. There is a 2-to-1 map

M→ Hilb2n+2(X), (L1, L2, t) 7→ OL1∪L2 . (5.3)

The image H(X)◦ is an open dense subspace of an irreducible component H(X) of the

Hilbert scheme Hilb2n+2(X).

Definition 5.2.1. Call H(X) the Hilbert scheme of a pair of skew lines on X.

In this section, we will characterize the space H(X) and study the completion of the

2-to-1 map (5.3).

The vertical maps are Hilbert-Chow morphisms. Since the cubic threefold X is a closed

subvariety of P4, H(X) is naturally a closed scheme of H4. Recall that F is the Fano surface

of lines on cubic threefold, then via the natural inclusion F ↪→ Gr(2, 5), there is a following

commutative diagram.

Since a general element in Sym2(F ) and Sym2(Gr(2, 5)) is a pair of skew lines, and only

the reduced scheme structure has Hilbert polynomial 2n + 2, therefore both ρ and ρ4 are

birational morphisms. Our goal is to show ρ is identified with the blowup along the diagonal.

Our main theorem in this section is
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H(X) H4

Sym2(F ) Sym2(Gr(2, 5))

ρ ρ4 (5.4)

Theorem 5.2.2. H(X) is smooth and isomorphic to Bl∆F
Sym2F , the blowup of Sym2F on

the diagonal.

We denote E the exceptional divisor of Bl∆F
Sym2F . Then E parameterizes type (II) and

type (IV) on X.

By lifting to the double cover F × F → Sym2F , we have a commutative diagram

H̃(X) = Bl∆F
(F × F ) Bl∆F

Sym2F = H(X)

F × F Sym2F

g̃

g

The morphism on the first row is the double branched along E .

Since the general point of the double cover H̃(X) := Bl∆F
(F ×F ) parameterizes a pair of

ordered lines, it can be regarded as "Hilbert scheme" of a pair of ordered skew lines. In fact,

it has a modular interpretation as an irreducible component of the nested Hilbert scheme:

There is a closed subscheme Hilb2n+2,n+1(X) of Hilb2n+2(X)×Hilbn+1(X) that parame-

terizes a pair of schemes (Z1, Z2) on X with Z2 ⊆ Z1 and pn(Z1) = 2n+2 and pn(Z2) = n+1.

Since any scheme with Hilbert polynomial n + 1 must be a line, an irreducible component

H̃(X) of Hilb2n+2,n+1(X) parameterizes a pair (Z,L) with Z ∈ H(X) and L ⊆ Z. By pro-

jecting to the first coordinate, H̃(X) is a natural double cover of H(X) branched along the

locus of type (II) and type (IV) schemes, therefore H̃(X) is identified with Bl∆F
(F × F ).
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Definition 5.2.3. Call H̃(X) the nested Hilbert scheme of a pair of skew lines on X.

A direct application of Theorem 3.3.1 leads to

Corollary 5.2.4. H̃(X) is a canonical compactification of M that extends the 2-to-1 cover

M→ H(X)◦ considered in (5.3) to the branched double cover H̃(X)→ H(X).

Remark 5.2.5. It is also a consequence of Theorem 5.2.2 that the Hilbert scheme of a pair of

skew lines H(X) is isomorphic to the Hilbert scheme of two points F [2] on the Fano surface of

lines F (and H̃(X) is isomorphic to the nested Hibert scheme of points F [2,1]). It is natural

to compare the two family via correspondence I = {(t, x) ∈ F ×X|x ∈ Lt}.

However, the family parameterized by F [2] only capture the multiplicity on generic point,

versus the exceptional locus of H(X) also parameterizes schemes with embedded points and

different double structure. Putting differently, via pullback and pushforward of universal

family parameterized by F [2] with respect to incidence correspondence on F [2] × F ×X, one

gets a family C of 1-dimensional schemes on F [2] ∼= H(X), but the family is not flat. In fact,

the family C forgets the embedded points over the locus of type (III) and type (IV) schemes.

5.2.2 Some Geometric Preparations

Let X be a smooth cubic threefold. We will prove the main theorem (Theorem 5.2.2) in

this section. Our strategy is the following. We will show that (i) each pair of incident lines on

X supports a unique type (III) scheme. (ii) Given a double structure supported on a single

line, there is a P1-family of double structures of the same type supported on that line. (iii)

The P1-bundle over the Fano surface will match with the exceptional divisor of the blowup

Bl∆F
Sym2F . This can be globalized and leads to a bijective morphism Bl∆F

Sym2F → H(X).

(iv) Finally, we show it is an isomorphism using smoothness of H4.

One should note that a line L on the cubic threefold X supports a type (II) scheme if

and only if it is a line of the first type, and it supports a type (IV) scheme if and only if it
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is a line of the second type. This is not the case in the projective space, where every line

supports both type (II) and type (IV) schemes.

Definition 5.2.6. Let W ↪→ X be a closed immersion of schemes. Let I ⊆ OX be the ideal

sheaf defining W . The first-order infinitesimal neighborhood of W in X is defined to be the

closed subscheme of X defined by the ideal I2. Denote such scheme as ZW,X .

When both X and W are smooth, the scheme W ′ keeps track of the information normal

bundle NW |X of W in X. As an example, the first-order infinitesimal neighborhood of a

point p in a smooth variety X is the vector space TpX ⊕ C. The notion will be helpful to

characterize the schemes of the four types defined in Theorem 5.1.1 in a scheme theoretical

way.

Proposition 5.2.7. Let m ≥ 3, and a scheme Z ∈ Hm can be expressed in the following

way depending on its type.

Type (I): Z = Zred, a pair of skew lines;

Type (II): Z = ZL,Q, the first-order infinitesimal neighborhood of the line L in a smooth

quadric surface Q, where L is the support of Z;

Type (III): Z = Zred ∪ Zp,H , where Zred is the union of a pair of lines incident at p, and

Zp,H is the first-order infinitesimal neighborhood of p in linear subspace H ∼= P3 of Pm;

Type (IV): Z = ZL,P ∪ Zp,H , where ZL,P is the first-order infinitesimal neighborhood of

the line L in a plane P . L is the support of Z and p ∈ L.

Note that ZL,P has Hilbert polynomial 2n+1 and is called a non-reduced conic (see [41]

Lemma 2.1.1).

Proposition 5.2.8. Let X and Y be smooth subvarieties of Pm. Suppose X ∩ Y contains

a smooth variety W . Denote Z := ZW,X the first-order infinitesimal neighborhood of W in
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X, then Z is contained in Y if and only if X is tangent to Y along W , namely, there is an

inclusion TX |W ↪→ TY |W of tangent bundles restricted to W .

Proof. The condition Z ⊆ Y is equivalent to surjectivity on the sheaves OY ↠ OX/I2W |X ,

but this map factors through

OY → OY /I2W |Y ↠ OX/I2W |X .

By restricting to an affine chart, we have decomposition OX/I2W |X
∼= OW ⊕ IW |X/I

2
W |X . The

surjectivity on OW follows from the assumption W ⊆ Y , and the surjectivity

IW |Y /I
2
W |Y ↠ IW |X/I

2
W |X

dualizes to the statement that there is an inclusion NW |X ↪→ NW |Y , which is equivalent to

TX |W ↪→ TY |W .

Now we study the elements in H(X). First of all, for type (I) schemes, they have the

form L1 ∪ L2 when L1 and L2 a pair of disjoint lines on X. For the type (III) scheme, we

have the following result.

Lemma 5.2.9. When L1 and L2 intersect at one point p, there is a unique type (III) scheme

Z ∈ H(X) supported on L1 ∪ L2, where the embedded point supported on p = L1 ∩ L2 is the

square of the maximal ideal in the tangent hyperplane TpX.

Proof. A type (III) subscheme Z of P4 is a union

Z = Zred ∪ Zp,H ,

where Zred = L1∪L2 is the reduced scheme and Zp,H is the first-order infinitesimal neighbor-

hood of p in a hyperplane H ∈ (P4)∗. So if Zred = L1∪L2 being contained in Y is given, then

by Proposition 5.2.8, the condition Zp,H being a subscheme of X is equivalent to H = TpX

being the tangent hyperplane at p.
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Let’s give an account of this result using ideals and equations.

First, there is a P1-family of hyperplanes containing L1 ∪ L2, indicating that there is a

P1-family of type (III) scheme in P4 supported on L1 ∪ L2. We will show such a scheme is

contained in X if and only if it is contained in the tangent hyperplane TpX.

To see this, we give a coordinate x0, ..., x3 to the hyperplane TpX and assume that

p = [1, 0, 0, 0], and L1, L2 are lines spanned by p and [0, 1, 0, 0], [0, 0, 1, 0] respectively. We

need to show the cubic surface S = X ∩ TpX contains the type (III) scheme corresponding

to the ideal (x23, x3x1, x3x2, x1x2).

The cubic surface S = X ∩ TpX has equation

FTpX = x0Q(x1, x2, x3) + C(x1, x2, x3),

where Q is a quadric equation and C is a cubic equation. Since FTpX has to vanishing

along L1 and L2, Q has no x21, x22 terms and C havs no x31, x32 terms. This implies that

FTpX ∈ (x23, x3x1, x3x2, x1x2). So the corresponding scheme is contained in S.

Conversely, assume there is a type (III) scheme Z contained in X and is supported on

L1 ∪ L2 but is not contained in the tangent hyperplane TpX. We denote by H the unique

hyperplane that contains Z and give the coordinate x0, ..., x3 to H, so the cubic surface

X ∩H is not singular at p and it has equation

FH = x20x3 + x0QH(x1, x2, x3) + CH(x1, x2, x3),

with again QH having no x21, x22 terms and CH having no x31, x32 terms. Then FH /∈

(x23, x3x1, x3x2, x1x2) since the leading term x20x3 is not in the ideal but FH − x20x3 is.

Corollary 5.2.10. The Hilbert-Chow morphism

ρ : H4(X)→ Sym2F

is isomorphic over Sym2F \∆F .
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Note that a similar result is obtained in [19, Lemma 12.16] using the analytic method.

Proof. ρ sends the set of type (I) and (III) schemes to Sym2F \ ∆F , which is bijective by

Lemma 5.2.9, so by Zariski’s main theorem, it is an isomorphism.

Next, we start to discuss the schemes parameterized by H(X) and supported on a single

line, that is, the type (II) and type (IV) schemes. It turns out that they correspond to the

type of lines on cubic threefold by "dividing by 2". Recall that we have defined in Definition

4.2.13 the lines of the first and second type in X. They are classified by normal bundles.

Definition 5.2.11. A line L ⊆ X is called to be of first type if the normal bundle NL|X ∼=

OL ⊕OL; L is called to be of second type if the normal bundle NL|X ∼= OL(1)⊕OL(−1).

All lines in X are in the two classes. The lines of the first type are generic in F , while

the set of lines of the second type forms a divisor of F .

Proposition 5.2.12. Let L be a line on X, then

(1) L is of the first type if and only if there is a smooth quadric surface in P4 tangent to

X along L. Moreover, all such quadric surfaces are parameterized by L.

(2) L is of the second type if and only if there is a unique plane P = P2 tangent to X

along L.

In fact, part (1) is implicit in [19, Lemma 6.18]. Part (2) comes from [19, 6.6, 6.7]. We

will provide a self-contained proof of part (1) here.

Proof. When L is of the first type, NL|X ∼= OL ⊕ OL is a trivial rank-two bundle. If we

identify the normal bundle NL|P4 with an Zariski open subspace U of Gr(2, 5), then NL|X is

identified with a closed subspace of U . Therefore, a nonzero section v is identified with a

line Lv disjoint from L and they span a hyperplane Hv. We will show that there is a unique

smooth quadric surface Qv contained in Hv and is tangent to X along L.
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Our idea is the following. As the section v is scaled by a factor λ ∈ C, then the set of Lλv

sweeps out a surface, whose closure should be the quadric surface Qv that we are looking

for. By construction, Qv is tangent to X along L.

Explicitly, suppose L = {x2 = x3 = x4 = 0} and use the local equation of X around L

given by

x2x
2
0 + x3x0x1 + x4x

2
1 + higher order terms in x2, x3, x4

as in [19, (6.9)], one can determine the local equation of the Fano surface F at L in the

Grassmannian Gr(2, 5), as in [19, (6.14)]. By linearizing the equation in [19, (6.14)], we find

that Lv is the line

λ[1, 0, 0, a,−b] + µ[0, 1,−a, b, 0], [λ, µ] ∈ P1, (5.5)

for some a, b ∈ C not both zero.

This allows us to determine the equation of the hyperplane Hv:

a2x4 + b2x2 + abx3 = 0. (5.6)

Note that Hv is determined by v up to scaling. In other words, Hv is determined by [v] ∈

PH0(L,NL|X).

Note that by (5.5), the line Lsv satisfies the extra two equations{
sax1 + x2 = 0;

sbx0 + x4 = 0,

in addition to (5.6), where s ∈ C∗ is a scalar. By canceling out the factor s and using (5.6),

we find that the quadric equation is{
bx1x2 + ax1x3 + ax0x2, if b ̸= 0;

ax0x4 + bx0x3 + bx1x4 = 0, if a ̸= 0,
(5.7)

which uniquely determines a smooth quadric surface Qv tangent to X along L and contained

in Hv.
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Conversely, if Q is a smooth quadric surface tangent to X along L, then the ruling of Q

containing L is a line in Gr(2, 5), tangent to F at L, and thus it corresponds to an element

in PH0(L,NL|X).

Finally, note that by the equation (5.6), the hyperplane Hv is the tangent hyperplane

T[b,a]X of X at point [b, a] ∈ L. So there is a one-to-one correspondence

PH0(L,NL|X)↔ L↔ smooth quadric surfaces tangent to X along L.

For part (2), when L of the second type, the image of the dual map L→ (P4)∗, x 7→ TxX

along L is a line. So the P2 = ∩x∈LTxX is a plane tangent to X along L. This uniquely

characterizes lines of the second type [19, 6.6, 6.7].

In [41, Remark 2.1.2 and 2.1.7], the authors showed that only lines of the second type

can support the non-reduced conic structures (ZL,P in our notation). We have a similar

argument here.

Lemma 5.2.13. Let Z ∈ H(X) be a scheme supported on a line L. Then L is of the first

type if and only if Z is of type (II); L is of the second type if and only if Z is of type (IV).

Proof. Let Z be a type (II) subscheme of X supported on a line L. We will show that L

cannot be of the second type. Otherwise, let Q be the corresponding smooth quadric surface

associated with Z, by Proposition 5.2.8, the normal bundle NL|Q ∼= OL admits an inclusion

to NL|X ∼= OL(1) ⊕ OL(−1) as bundles. However, the sheaf map OL → OL(−1) is always

trivial. Any inclusion of sheaves OL → OL(1) has torsion cokernel, so there is no inclusion

NL|Q ↪→ NL|X of normal bundles, which is a contradiction.

Let Z be a type (IV) subscheme of X supported on a line L. We will show that L

cannot be of the first type. Otherwise, as Z has a closed subscheme ZL,P , which is a first-

order neighborhood of L in a plane P , X contains ZL,P as a closed subscheme, then by
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Proposition 5.2.8, there is a bundle inclusion

O(1) ∼= NL|P ↪→ NL|X ∼= OL ⊕OL,

which is a contradiction.

Recall that the dual map of X along L is a map

D : L→ O, p 7→ TpX. (5.8)

When L is of the first type, D is one-to-one onto a conic. When L is of the second type, D

is two-to-one onto a line. (c.f. [19] Def. 6.6)

Definition 5.2.14. We call q ∈ L a conjugate point of p ∈ L if they have the same image

under D, and we denote q = p̄.

Proposition 5.2.15. The map α : PTF → Γ defined in (4.13) is described by the following:

α : (t, v) 7→

{
the unique tangent point of Hv with X on L, when L is of the first type;
zero(v), when L is of the second type.

Proof. When L is of the first type, this is implicit on page 342-345 in [19]. Let’s make it

explicit. By the construction of α for (s, v) ∈ PTF , with L = Ls and v ∈ H0(L,NL|X), we

can choose another line Ls′ which intersects Ls such that the curve Ds′ of lines incident to

Ls′ coincides with v in H0(L,NL|X) (note s is a smooth point on Ds′). Use the same notation

in [19], Lγs′ (s) is the third line in the triangle on X determined by L and Ls, then by (12.21),

α sends (s, v) to the point Ls ∩ Lγs′ (s). This point, according to Lemma 12.20, is the point

whose tangent hyperplane coincides with the limiting hyperplane limt∈Ds′ ,t→0 Span(L,Lt),

which coincides with the hyperplane Hv constructed in (5.6).

However, α is not explicit when Lt is of the second type in [19]. This is due to the

dual map along a line of the second type is 2-to-1, i.e., for a general p ∈ Lt, the tangent
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hyperplane TpX is also tangent to X at a different point p̄ ∈ Lt, so when we take the limit

of a tangent point

As the locus of lines of the first type is dense in F , the description on α on the fibers of

lines of the first type as above uniquely determines how α acts on the pair (t, v), where Lt

is a line of the second type. We can choose a one-parameter family of lines {Lt}t∈∆ with ∆

a holomorphic disk and t ̸= 0 for lines of the first type and t = 0 a line of the second type.

There is a rank two vector bundle V on I∆ ∼= L × ∆, whose stalk over each t ∈ ∆ is

OL ⊕OL when t ̸= 0 and OL(1)⊕OL(−1) when t = 0. Since the second projection (π2)∗V

to ∆ is a trivial bundle of rank two, we can choose two linearly sections v1 and v2 over ∆.

When t ̸= 0, v1 and v2 correspond to two lines L1,t, L2,t in a Zariski open subset of Gr(2, 5)

that are disjoint from L and are infinitesimally close to X when scaled by a small number

(see proof of Proposition 5.2.12). When t = 0, the two lines L1,0 and L2,0 intersect L at two

distinct points, corresponding to linearly independent sections on OL(1).

We want to keep track of the map α when t → 0. Similar to (6.9) and (6.10), we can

choose a one-parameter family of automorphisms σt on P4, such that σLt = L and σt(Y ) has

local equations

x2x
2
0 + tx3x0x1 + x4x

2
1 + higher order terms in x2, x3, x4 (5.9)

around L. Now, given a section v ∈ (π2)∗V , similar to the proof of Proposition 5.2.12, we

find that the line Lv,t is given by

λ[1, 0, 0, a,−tb] + µ[0, 1,−ta, b, 0], [λ, µ] ∈ P1.

Therefore, the hyperplane spanned by L and Lv,t is given by a2x4+b2x2+tabx3 = 0, which has

the unique tangent point [b, a] when t ̸= 0. So α(0, v) should be [b, a] as well by continuity.

As t→ 0, the limit hyperplane is a2x4+b2x2 = 0, which is tangent toX at two points [b, a]

and [b,−a]. On the other hand, the limit line L0 is given by x2 = x4 = x3 − ax0 − bx1 = 0,
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which intersects L at point [b,−a], which is the conjugate point of α(0, v) = [b, a]. This

finishes the proof.

5.2.3 Proof of the Main Theorem

Our key proposition is the following.

Proposition 5.2.16. Let L be a line on the cubic threefold X. Using the notation in (5.4),

there is an isomorphism

β : ρ−1(L,L) ∼= L

which can be described in the following way. Let Z ∈ ρ−1(L,L) be a scheme.

(1) When L is of the first type, the scheme Z supported on L has type (II) and is contained

in a unique hyperplane HZ, which is tangent to X at a unique point pZ along L, we have

β(Z) = pZ;

(2) When L is of the second type, the scheme Z supported on L has type (IV) and has

an embedded point supported at p, we have β(Z) = p̄.

Moreover, the map is continuous with respect to L ∈ F . In other words, there is an

identification of P1-bundles

β : ρ−1(∆F ) ∼= Γ ∼= PTF .

Proof. If L is of the first type, then by Lemma 5.2.13, it can only support type (II) schemes.

Recall that a type (II) subscheme ZL,Q of P4 supported on L is a first-order infinitesimal

neighborhood of the line L in a smooth quadric surface Q ⊆ P4. Therefore, if Q is tangent

to the cubic threefold X along X, the first-order infinitesimal neighborhood of L in Q is

contained in the first-order infinitesimal neighborhood of L in X, so the corresponding type

(II) scheme ZL,Q is contained in X. Conversely, every type (II) subscheme of X arises in

this way. According to Proposition 5.2.12 (1), there is a P1-family of such smooth quadric
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surfaces, so there is a P1-family of type (II) subschemes of X supported on L, parameterized

by

L← PH0(L,NL|X)→ ρ−1(L),

{p ∈ L|Hs = TpX} ←[ s 7→ ZL,Qs .

Since the dual map along L is one-to-one, each type (II) scheme over L is contained in a

unique hyperplane.

If L is of the second type, then by Lemma 5.2.13, it can only support type (IV) schemes.

Recall that a type (IV) subscheme Z of P4 supported on L can be written as

Z = ZL,P ∪ Zx,H ,

where ZL,P is a first-order infinitesimal neighborhood of L in a plane P ⊆ P4 and Zx,H is the

first-order neighborhood of a point x ∈ L in a hyperplane that contains P . We are looking

for the condition such that Z is a subscheme of X. By Proposition 5.2.12 (2), there is a

unique plane P tangent to X along L, so ZL,P is a subscheme of X. By Proposition 5.2.8, to

require that Zx,H is a subscheme of X is the same as requiring that H = TxY is the tangent

hyperplane at x. This, in return, uniquely determines the scheme Zx,H and, therefore, the

type (IV) scheme. Finally, note that H0(NL|X) = H0(OL(1)), whose global sections are in

bijection to their zeros on L and therefore bijective to the conjugate points on the zeros, so

there is a correspondence between the set of type (IV) schemes supported on L:

PH0(L,NL|X)→ L→ ρ−1(L),

s 7→ Zero(s) = x 7→ ZL,P ∪ Zx̄,Tx̄X .

Finally, to prove that the identification constructed above is consistent with degenerating

a line of the first type to a line of the second type, we need to show that as the type (II)

147



schemes Zt degenerate to a type (IV) scheme Z0 on X, the limit of the tangent points pt is

the conjugate point of the support of the embedded point of Z0.

We use the coordinates (5.9) and continue the computation similarly to the proof of

Proposition 5.2.12. We get the equation of quadric surfaces{
ha,b(t) = a2x4 + b2x2 + tabx3 = 0;

qa,b(t) = bx1x2 + tax1x3 + ax0x2 = 0,
(5.10)

when b ̸= 0 (and similarly for a ̸= 0). The flat limit of the corresponding type (II) schemes

is determined by the flat family of ideals

(ha,b(t), (x2, x3, x4)
2, qa,b(t))⇒ (a2x4 + b2x2, (x2, x3, x4)

2, x2(bx1 + ax0)),

where the quadric surface ha,b(0) = qa,b(0) is reducible and is the union of the two planes

x2 = a2x4 + b2x2 = 0 and bx1 + ax0 = a2x4 + b2x2 = 0. Therefore the embedded point is

supported at the intersection of L with x2 = bx1 + ax0 = a2x4 + b2x2 = 0, which is exactly

[b,−a] ∈ L. It is the conjugate point of the limit tangent point.

Proposition 5.2.16 above tells us that we can globalize the flat family of schemes of the

four types over Bl∆F
Sym2F .

Corollary 5.2.17. There is a bijective morphism δ : Bl∆F
Sym2F → H(X).

Proof. Recall we have shown in Corollary 5.2.10 that the Hilbert-Chow morphism ρ is an

isomorphism off the diagonal.

Now we lift Bl∆F
Sym2F to its double cover Bl∆F

(F × F ) and the exceptional divisor is

identified with

E ∼= PN∆F
(F × F ) ∼= PTF .

For a one-parameter family of pair of lines {Lt}t∈∆ where ∆ is a holomorphic disk and with

Lt ̸= L0 for t ̸= 0, the flat limit of ρ−1(L0, Lt) is a scheme with a double structure supported
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on L, which corresponds to a section v ∈ PH0(L,NL|X). According to the identification

PTF ∼= Γ as in (4.13) together with Proposition 5.2.16, the correspondence is continuous

with respect to moving the one-parameter family and moving the line L ∈ F .

Therefore, Bl∆F
(F × F ) parameterizes flat families of skew lines. By the universal prop-

erty of Hilbert schemes, there is a morphism Bl∆F
(F × F )→ H(X) which is two-to-one off

the exceptional divisor E, and one-to-one on E, so it descends to 2:1 quotient and induces

a bijective morphism Bl∆F
Sym2F → H(X) as claimed.

In fact, there is an alternative way to prove the Corollary 5.2.17 without using the

geometric characterization of Proposition 5.2.15. It is shorter but needs to invoke the Abel-

Jacobi map and Beauville’s characterization of the singularity of the theta divisor. We sketch

the proof here.

First we have the dominant birational map

δ : Bl∆F
Sym2F 99K H(X),

by assigning (L1, L2) 7→ OL1∪L2 . We want to show it extends to a morphism.

One considers the rational map

Φ : F × F 99K O, (L1, L2) 7→ Span(L1, L2).

It factors through the Abel-Jacobi map (4.10)

F × F → Θ 99K O,

where the second map is the Gauss map, which associates each smooth point of the theta

divisor Θ to the projective tangent hyperplane at that point.

According to the diagram (4.12), Φ extends to a morphism on Bl∆F
(F × F ) and factors

through

Φ̃ : Bl∆F
(F × F )→ Bl0(Θ)→ O.
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Φ̃ descends to Z2-quotient (just as Φ does), so it defines a morphism Φ̃′ : Bl∆F
Sym2F → O

and provides a continuous way of assigning hyperplanes.

Denote π : H(X) → O the natural projection. Then we have π ◦ δ = Φ̃′. Using

the properties of the dual map (5.8), there are at most two schemes of type (II) or (IV)

which is supported on a line and is contained a hyperplane, indicating that the morphism

Γ(δ) → Bl∆F
Sym2F from the graph closure Γ(δ) of δ is finite, and thus is an isomorphism

by Zariski’s theorem. It follows that δ is a morphism. Finally, injectivity can be checked on

each fiber of E → ∆F .

Now we are ready to prove our main theorem.

Proof. (Proof of Theorem 5.2.2) It suffices to show δ : Bl∆F
Sym2F → H(X) is an isomor-

phism. It suffices to show that the bijective morphism, composed with inclusion i : H(X) ↪→

H4 is an immersion, namely, of maximal rank at each point.

By expressing H4 → Sym2Gr(2, 5) as successive blowups as in Proposition 5.1.3, we have

a commutative diagram.

H4

Bl∆F
Sym2F Bl∆Sym2Gr(2, 5)

Sym2F Sym2Gr(2, 5)

σ2
i◦δ

ϕ

σ1

(5.11)

ϕ is the unique map which extends the rational map Sym2F 99K Bl∆Sym2Gr(2, 5) induced

by the universal property of the blowup (Corollary II.7.15, [33]). Also note that the two sides

of ϕ are the Hilbert schemes of two points F [2] on F , and Gr(2, 5)[2] on Gr(2, 5), respectively,
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so ϕ is identified with the inclusion of smooth varieties

F [2] ↪→ Gr(2, 5)[2].

It follows that σ2 ◦ i ◦ δ = ϕ is an immersion, so i ◦ δ has to be an immersion.

5.3 Hilbert Scheme of a Pair of Skew Lines On Cubic Surfaces

In the last section, we showed the Hilbert scheme of skew lines H(X) on a smooth cubic

threefold X is smooth and has two natural morphisms

H(X) O

Sym2F

ρ

π

(5.12)

The morphism π is the composite of the horizontal map of (5.1) and inclusion H(X) ↪→

H4.

In this section, we would like to understand the fiber of π. This is the same as under-

standing the schemes parameterized by H4 that are contained in hyperplane sections of the

cubic threefold Y .

Definition 5.3.1. Let S ⊆ P3 be a cubic surface. Define the Hilbert scheme of skew lines

on S to be

H(S) := Hilb2n+2(S) ∩H3.

When S is smooth, H(S) is reduced and consists of 216 pairs of skew lines. However,

when S is singular, H(S) is not reduced. We want to study the cardinality of the reduced

scheme H(S)red.
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5.3.1 Lines on Cubic Surfaces

For smooth cubic surfaces, there are exactly 27 lines. For cubic surfaces with "mild"

singularities, the number of lines is less than 27, and such number depends on the type of

singularities as well as how lines pass through these singularities. However, if a cubic surface

is "too singular", it contains infinitely many lines. The following result will make this more

precise.

Lemma 5.3.2. Let S be a cubic surface obtained from a hyperplane section of a smooth

cubic threefold Y , then S is normal and belongs to one of the following two cases:

(i) S has at worse rational double points (RDPs);

(ii) S has an elliptic singularity.

In case (i), the cubic surface S contains at most 27 lines. In case (ii), S is isomorphic to

cone over a smooth plane cubic curve, therefore containing a one-parameter family of lines.

Proof. First we show that S has to be normal. According to Theorem 9.2.1 in [22], a non-

normal cubic surface is either cone over singular cubic curve or projective equivalent to

t20t2 + t21t3 = 0, or t2t0t1 + t3t
2
0 + t31 = 0. In either case, S has to be singular along a line L.

Now assume S is the hyperplane section t4 = 0, then X has defining equation

Fi(t0, ..., t3) + t4Q(t0, ..., t4) = 0,

with Fi(t0, ..., t3) the defining equation of Si and Q(t0, ..., t4) a homogeneous quadric. Then

by taking the partial derivatives and restricting to the line, one finds that X is singular at the

intersection between the line L and the quadric surface Q(t0, ..., t3, 0) = 0, which contradicts

that X is smooth. Therefore S is normal and has only isolated singularities.

By the classification theorem of cubic surfaces [12], S either has at worst RDPs (at worst

E6 singularity) or is a cone over a smooth plane cubic curve. One refers to [22], section 9.2.2

for the number of lines on all cubic surfaces with at worst RDPs.
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Then by Lemma 5.3.2 and Lemma 4.2.15, we have

Corollary 5.3.3. Let X be a smooth cubic threefold, and S = X∩H be a hyperplane section.

Then S has only finitely many lines except when H is a tangent hyperplane TpX of X at an

Eckardt point p ∈ X. In particular, when X is general, all hyperplane sections S of X have

only finitely many lines.

5.3.2 Lines of First and Second Type

From now on, we assume S is a normal cubic surface. Note that S can be embedded to

a smooth cubic threefold as a hyperplane section. We want to characterize H(S)red. This

requires analyzing how the schemes of the four types are supported on the pair of "skew"

lines in different configurations in S.

As long as S contains two skew lines L1, L2, it defines a type (I) subscheme of S. For

type (III) schemes, we have a direct observation as follows.

Proposition 5.3.4. Let L1, L2 be two lines on S that are incident at one point p, then there

is a type (III) subscheme of S supported on L1 ∪ L2 if and only if S is singular at p

Proof. By Lemma 5.2.9, such a scheme is contained in the tangent hyperplane TpX, therefore,

Z lies in the unique hyperplane section Y ∩TpX, which is singular at the incident point.

For type (II) and type (IV) schemes contained in S, they affect the local geometry of the

support line L inside S. We need to introduce the following concepts.

Definition 5.3.5. Let L be a line in the cubic surface S. Call L to be of the first type if

there is a smooth quadric surface tangent to S along L. Call L to be of the second type if

there is a plane P2 tangent to S along L.

The next proposition will explain the reason to introduce our definition.
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Proposition 5.3.6. Let L ⊆ S be a line, then

(1) L passes through at least one singularity of S if and only if L is of either the first

type or the second type.

(2) L is of the first type (resp. second type) if and only if the torsion-free part of the

conormal sheaf N∗
L|S = IL/I

2
L is OL (resp. OL(−1)).

(3) L is of the first type (resp. second type) in S if and only if S = H∩X is a hyperplane

section of a smooth cubic threefold X with H tangent to X at some point on L, and L is of

the first type (resp. second type) in X.

Proof. Assume the line is defined by x2 = x3 = 0, then S has equation

F = x2Q0(x0, x1) + x3Q1(x0, x1) + higher order terms in x2, x3,

where Q0 and Q1 are homogeneous quadrics in x0, x1. The dual map along L is

D|L = [0, 0, Q0(x0, x1), Q1(x0, x1)].

Q0 and Q1 cannot both be zero because otherwise S will be singular along the line, violating

the normality assumption. So the image of the dual map is either a point or isomorphic to

P1 in (P3)∗. In the first case, the point in dual space corresponds to a hyperplane P2 which

is tangent to S along L, so L is of the second type. Moreover, Q0 is parallel to Q1, so they

have nonempty common zero loci, where S will be singular. In the second case, if Q0 and

Q1 have no common zeros, then S will be smooth along L. Otherwise, Q0 and Q1 has a

common reducible factor, then by canceling the factor and changing the coordinate, the dual

map becomes D|L = [0, 0, x0, x1], and the quadric surface x0x2 + x1x3 = 0 is tangent to S

along L, which is a line of the first type.

For part (2), note that the conormal sheaf IL/I2L on L has rank two at the singularities

L ∩ Ssing and is locally free of rank one over the smooth locus. By definition, if L is of the
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first type (resp. second type), and let JL be the ideal sheaf of L in the smooth quadric

surface (resp. the P2), with JL/J
2
L the corresponding conormal bundle which is isomorphic

to OL (resp. OL(−1)), there is a short exact sequence

0→ T → N∗
L|S → JL/J

2
L → 0

with T the torsion sheaf of rank one supported on L ∩ Ssing. The sequence splits and the

torsion-free part of N∗
L|S is isomorphic to JL/J2

L.

For part (3), to build up the relationship with cubic threefold, assume X is a smooth

cubic threefold and L ⊆ X is a line of the first type (resp. second type). Let H be a

hyperplane tangent to X at any point on L, then the hyperplane section S = X ∩ H is

singular at the tangent point. Moreover, there is a smooth quadric surface Q (resp. P2)

tangent to X along L (Proposition 5.2.12) and is contained in the hyperplane H. So L is

the first type (resp. second type) in the cubic surface S.

Conversely, we can embed S into a smooth cubic threefold X as a hyperplane section

S = X ∩H, as long as S is normal and has only isolated singularities. The line L is regarded

as a subvariety of both S and X. If L is of the first type (resp. second type) in S, then there

is a smooth quadric surface (resp. P2) tangent to S along L, which will automatically imply

that L is of the first (resp. second type) in X, by comparing the dual maps. Finally, the

hyperplane H will be tangent to X at some point on L, since otherwise S will be smooth

along L.

As a direct consequence, lines of the first type (resp. second type) on S correspond to

type (II) (resp. (IV)) schemes, just as cubic threefolds case in Proposition 5.2.13. Now

we provide some explicit examples of how the schemes of the four types are contained in a

normal cubic surface. For a smooth cubic surface S has 216 pair of skew lines corresponding

to 216 type (I) schemes. Below are some other typical examples.
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Example 5.3.7. (A1 singularity) Let S be a cubic surface with a single singularity of type

A1. Then it has 21 lines, with 15 lines away from the nodes and 6 lines L1, ..., L6 passing

through the node. There are 120 disjoint pairs of lines corresponding to the type I scheme;

each Li supports a unique type II scheme structure, and there are 6 such lines. The union

Li ∪ Lj with i ̸= j supports a unique type III structure with the embedded point supported

at the intersection point, and there are 15 such pairs. |H(S)red| <∞.

Example 5.3.8. (3A2 singularities) Let S be defined by xyz = w3. Then it has only 3

lines x = w = 0, y = w = 0, z = w = 0 with each line passing through two of the three A2

singularities [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0]. In this case, each line supports type IV schemes

in two different ways. The embedded point can be supported on either of the two singularities

that the line passes. S also contains type III schemes supported on every pair of the three

lines with the embedded point supported at the intersection point. |H(S)red| <∞.

Example 5.3.9. (elliptic singularity) Let S be a cone over a smooth cubic curve E. Each

line only supports type IV scheme in a unique way: The embedded point is supported at

the cone point. Moreover, each pair of the distinct lines intersects at the cone point, so their

union supports a type III scheme. H(S)red ∼= Sym2E.

A1 singularity 3A2 singularities elliptic singularity

Figure 5.2: Examples of Singular Cubic Surfaces

Now we answer the question proposed at the beginning of this section.
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Theorem 5.3.10. Denote p1, ..., pk the Eckardt points on X, then the only positive dimen-

sional fibers of

π : H(X)→ O

are at Eckardt hyperplane sections Hpi. The reduced structure of such fiber is isomorphic

to Sym2Ei, where Ei is an elliptic curve. In particular, if X is general and has no Eckardt

point, then H(X)→ O is finite.

Proof. If a hyperplane section S is obtained by intersecting X with the tangent hyperplane

TpX at some Eckardt point, then S is the cone of an elliptic curve E. ThenH(S)red ∼= Sym2E

as we have seen.

If S = X ∩H, where H is not a tangent hyperplane at Eckardt point, then by Corollary

5.3.3, it only has finitely many lines, and thus it has finitely many pairs of lines as well. Now

by Proposition 5.3.4 and Proposition 5.3.6, there are finitely many schemes of the four types

contained in S. In other words, H(S) is zero-dimensional.

Note that if a hyperplane is tangent to X at an Eckardt point, it cannot be tangent to

any other point, so there is a one-to-one correspondence between the positive dimensional

fibers of H(X)→ O and the Eckardt points.

If a line L on S is away from the singularities of S, then L is rigid in S. However, the

occurrence of singularity along the line changes the local geometry of L around S, according

to Prop 5.3.6 (1) and (2). One may ask whether the singularities on S that a line L passes

determine the type of the line.

Proposition 5.3.11. (1) If a line L ⊆ S passes through only one singularity of S and the

singularity has type A1, then L is of the first type.

(2) If L passes through more than one singularity, then L is of the second type.
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Proof. For (1), assume the line is given by x2 = x3 = 0 and the cubic surface has equation

x0Q(x1, x2, x3) + C(x1, x2, x3) = 0,

with the cubic C = x21(ax2 + bx3) + · · · and quadric Q = x1(cx2 + dx3) + · · · intersecting

transversely at 6 points, guaranteeing that [1, 0, 0, 0] is an A1 singularity. The dual map

along L is D|L = [0, 0, cx0 + ax1, dx0 + bx1]. The transversality condition implies that the

two linear forms are linearly independent, so it corresponds to dual map of a smooth quadric

surface along L.

For (2), we regard S as a hyperplane section of a smooth cubic threefold X, then use

the fact that the dual map on X along L is 1-to-1 (resp. 2-to-1) when L is of the first type

(resp. second type).

Remark 5.3.12. Based on the examples that we studied and the previous proposition, the

line of the first type tends to pass fewer singular points, and the line of the second type

tends to pass through more singular points. If L passes through only one singularity, one

may wonder whether the type of the singularity that L passes through determines the type

of the line. However, this is not the case. There is a normal cubic surface defined by the

equation F = x0x1x2 + x2x
2
3 + x3x

2
1 (with an A4 at [1, 0, 0, 0] and an A1 singularity at

[0, 0, 1, 0]). Both of the lines x2 = x3 = 0, x1 = x2 = 0 only pass through the A4 singularity.

However, by computing the dual map along the lines, we conclude that one of the lines is of

the first type and the other is of the second type.

Remark 5.3.13. The relative Hilbert scheme of lines F of a cubic threefold X is flat over

O \ {H1, ..., Hk}, where {H1, ..., Hk} is the set of the Eckardt hyperplanes and has length 27

on each fiber (also see the introduction of [59] and Example 1.1 (b) of [60]). Classically,

the lines for cubic surfaces with RDPs were studied by Cayley [15], and the number "27" is
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interpreted as the number of lines counted with multiplicities, and the multiplicity of a line

depends on the type of singularities it passes through.

Similarly, if we consider the pair of skew lines, again, the relative Hilbert scheme of skew

lines H(S/O) is flat over O \ {H1, ..., Hk}. Similarly, the length of the Hilbert schemes on

S is the constant number 216, which is the number of pairs of skew lines on a smooth cubic

surface.

5.4 A Modular Interpretation

In this section, we discuss some relations between our results and the Bridgeland stable

moduli spaces studied in [1] and [6].

In [1], the author studied the moduli space Mσ(w) of Bridgeland stable objects in the

Kuznetsov component with Chern character w = H− 1
2
H2+ 1

3
H3 for a smooth cubic threefold

X. Let S denote a hyperplane section of X. The moduli space Mσ(w) parameterizes the

following two objects:

(1) OS(D), a reflexive sheaf or rank 1 associated to certain Weil divisor D on S (when S

is general, D = L1 − L2 for a pair of skew lines L1, L2 on S);

(2) Ip|S, the ideal sheaf of a point in S = X ∩ H, where H is the tangent hyperplane

section at p.

In both cases, the stable object is contained in a unique hyperplane section, so there is a

natural projection

Mσ(w)→ O. (5.13)

Proposition 5.4.1. The projection (5.13) is generically finite, and its only positive dimen-

sional fibers are elliptic curves that correspond to the Eckardt points on X.

Proof. It is shown in section 3.3 [1] that the Mσ(w) is isomorphic to the moduli space

MG(κ) of Gieseker-stable sheaves with Chern character κ = (3,−H, 1
2
H2,−1

6
H3) studied
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in [6]. According to Lemma 7.5 of [6], there is an isomorphism MG(κ) ∼= Bl0(Θ). Via the

isomorphisms, the projection (5.13) coincides with the Gauss map defined in (4.18)

λ : Bl0(Θ)→ O,

because it agrees on the general points, where a pair of skew lines is sent to their spanning

hyperplane section. Now the argument follows from Theorem 4.4.1.

We reinterpret the map that we introduced in (4.11).

ψ̃ : Bl∆F
(F × F )→ Bl0(Θ).

In corollary 5.2.4, we introduced a double cover H̃(X) of the Hilbert scheme H(X).

Informally, we can regard H̃(X) as the "Hilbert scheme" that parameterizes universal flat

families of ordered skew lines. There is an isomorphism

H̃(X) ∼= Bl∆F
(F × F ).

Thus there is an Abel-Jacobi map

ÃJ : H̃(X)→ JX

by composing the blowup map and F × F → JX as in (4.12).

For the stable moduli space, there is also an Abel-Jacobi map

AJ :Mσ(w)→ JX

by sending OS(D) to
∫ D
D0

, for some fixed divisor D0.

RegardingMσ(w) as the blowup of the theta divisor, then according to Proposition 2.1

in [1], the exceptional divisor K ∼= X parameterizes ideal sheaves Ip|S of singular points on

hyperplane sections S of X. The complement of K parameterizes coherent sheaves OS(D)

with D being certain Weil divisor on the hyperplane section S.

160



Proposition 5.4.2. The Abel-Jacobi map ÃJ factors through the moduli space Mσ(w) up

to by adding a constant on the torus JX. In other words, there is the following commutative

diagram (up to by adding a constant).

H̃(X) Mσ(w)

JX
ÃJ

Ψ

AJ
(5.14)

By restricting Ψ to the exceptional divisors on both sides, we have

Ψ|PTF : PTF → X

by sending a scheme Z of type (II) or (IV) to the ideal sheaf Ip, where p is the unique point

determined by Z defined in Proposition 5.2.16. It is isomorphic to the projection from the

incidence variety to X by the identification (4.13).

Proof. We define a rational map Ψ : (L1, L2) 7→ OS(L1 − L2). Their Abel Jacobi images

differ by a constant due to the presence of D0. So we have a commutative diagram. Since Ψ

H̃(X) Mσ(w)

Bl∆F
(F × F ) Bl0(Θ)

Ψ

ψ̃

agrees with ψ̃ at general points, Ψ uniquely extends to a morphism.

Although there is a complete classification of cubic surfaces S, and the Weil divisors on

S are pretty much controlled by the divisors on the minimal resolution S̃ of S, it is not
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explicitly known the expression of the divisor D on singular hyperplane sections of X such

that OS(D) ∈Mσ(w).

As we know the off-diagonal part of H̃(X) parameterizes for type (I) and (III) schemes

with an order, we conjecture that their supports determine the divisor D.

Conjecture 5.4.3. If OS(D) is a stable object parameterized by Mσ(w), then D has the

form L1 − L2, where L1, L2 are two lines on S (can be singular) and lie in one of the two

cases:

(i) L1, L2 disjoint (Lines can pass through singularities);

(ii) L1 and L2 intersect at one point p, which is a singularity of p.

On the other hand, [6] uses the twisted cubics on X to characterize the moduli space

MG(κ). More precisely, a general point ofMG(κ) parameterizes a coherent sheaf E that fits

into the exact sequence

0→ E → O⊕3
Y → OS(C)→ 0,

where C is a twisted cubic on hyperplane section S (which is a Weil divisor when S is

singular).

Let C◦ denote the open locus of smooth twisted cubics in the Hilbert scheme of X. There

is a commutative diagram.

C◦ MG(κ)

JX

ϕ (5.15)

The vertical arrows are Abel-Jacobi maps. For example, by fixing a planar cubic C0, ϕ

is defined by C →
∫ C
C0

, which factors through the moduli spaceMG(κ).
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Question 5.4.4. Is there a comparison map of the diagrams (5.14) and (5.15)? In other

words, applying the isomorphism Mσ(w) ∼=MG(κ) between the two moduli spaces, is there

a rational map H̃(X) 99K C◦ commuting with Abel-Jacobi maps?
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Chapter 6: Tube Mapping for Hypersurfaces

6.1 Overview

Recall that in Section 4.7, we have introduced tube mapping for a smooth projective

variety X ⊆ PN of dimension n, which is to fix a smooth hyperplane section Y of X and

consider a homomorphism

Φ : {([l], α) ∈ π1(Osm, t0)×Hn−1(Y,Z)van|l∗α = α} → Hn(X,Z)prim, (6.1)

by sending ([l], α) to the n cycle on X as a tube over α along the loop l.

Schnell showed that

Theorem 6.1.1. ([50]) Φ induces a map on the level of homology groups

Φ∗ : H1(T,Z)→ H1(Jprim,Z) ∼= Hn(X,Z)prim

has a cofinite image.

In the case when n is odd, (6.1) coincides with the induced map between fundamental

groups of the topological Abel-Jacobi map

f : T → Hn(X,Z)prim. (6.2)

What we are interested in is the restriction of the topological Abel-Jacobi map (6.2) to

the Tv component
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fv : Tv → Hn(X,Z)prim. (6.3)

and its induced map on fundamental groups

(fv)∗ : π1(Tv, ∗)→ H3(X,Z). (6.4)

Equivalently, (fv)∗ coincides with the tube mapping on a single primitive vanishing cycle

α0 ∈ Hn−1(Y,Z)van:

Φv : {([l], α0) | [l] ∈ π1(Osm, t0), l∗α = α} → Hn(X,Z)prim. (6.5)

In this chapter, we will validate the Conjecture 4.7.3 when X is a smooth hypersurface

of P4. (Note that the statement is trivial for degree 1 and 2.) In other words, we prove that

Theorem 6.1.2. When X is a smooth hypersurface of P4, the map

Φv = (fv)∗ : π1(Tv, ∗)→ H3(X,Z) (6.6)

has cofinite image.

Note here H3(X,Z) = H3(X,Z)prim since H3(P4,Z) = 0.

To describe a geometric meaning, we state the following observations:

I. The vanishing cycle is conjugate to each other so that we can fix one vanishing cycle

α ∈ H2n−2(Xt0 ,Z)van.

II. Choose a Lefschetz pencil L and UX ⊆ L the locus where hyperplane sections are

smooth, then Zariski’s lemma states that the map the map π1(UX , t0)→ π1(Osm, t0) induced

by inclusion UX ↪−→ Osm is surjective. So we only need to consider those loops contained in

the Lefschetz pencil.

It follows that an equivalent statement of Theorem 6.1.2 will be
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Theorem 6.1.3. Let X be a smooth hypersurfaces in P4 of degree d ≥ 3 and Xt0 a smooth

hyperplane section. Let α0 ∈ H2(Xt0 ,Z)van be a primitive vanishing cycle. Let G be the

subgroup of π1(UX , t0) consisting of [γ] satisfying [γ] · α0 = α0, then the map

Φ′
v : {α0} ×G→ H3(X,Z) (6.7)

has a cofinite image.

Our strategy is to first reduce from arguing the cofinitenss of the image of (6.7) to arguing

image of (6.7) is nonzero. This is based on a key Lemma (Lemma 6.2.1). For the case d = 3,

we already proved it in Theorem 4.7.4. In fact, based on Lemma 6.2.1, we can provide a

more straightforward proof in Section 6.3. It is based on the fact that a vanishing cycle on

a cubic surface is represented by the difference of two disjoint lines [L1]− [L2] together with

the fact that the Abel-Jacobi map on cubic threefolds of a pair of lines is generically 6-to-1

[19].

The general situation relies on the degeneration of the hypersurface of degree d into a

union of hyperplanes of degree 3 and degree d − 3 meeting transversely. After birational

modification on the total space of the family, we obtain a semistable family where the

asymptotic Hodge theory is well understood [45]. The proof follows from the analysis of the

degeneration of vanishing cycle and its monodromy.

In Section 6.4, we study dual varieties in families, aiming to prove Lemma 6.4.2, which

roughly says that one can choose a Lefschetz pencil for a family of hypersurfaces parameter-

ized by a disk with a small radius. In Section 6.5, we do some preparation for proving the

Theorem 6.1.3. In Section 6.6, we reduce the theorem to d = 4 case and complete the proof.

6.2 Key Lemma

Lemma 6.2.1. Given a smooth variety X ⊂ PN . Assume the tube map (6.4) defined on

π1(Tv, ∗) has nonzero image, then the image of the tube map (6.4) is cofinite.
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Proof. We can choose W ⊂ PN+1 a smooth variety containing X as a smooth hyperplane

section. Choose a general pencil LW of hyperplane sections of W passing through X =

W
⋂
Hv0 and let UW be the points corresponding to smooth hyperplane section. Then there

is a monodromy action

ρ : π1(UW , v0)→ AutHn(X,Q)van.

It is well known that that the action ρ is irreducible [62, Theorem 3.27]. On the other

hand, one can show that the image of tube mapping is invariant under the monodromy action.

In particular, Im(Φ′
v) ⊗ Q is a ρ-subrepresentation of Hn(X,Q)van, so the irreduciblity of ρ

together with our assumption implies that Im(Φ′
v) ⊗ Q has to be the whole Hn(X,Q)van,

which implies that Im(Φ′
v) ⊆ Hn(X,Z)van is cofinite.

Lastly, let’s show that the image of tube mapping is indeed invariant under the mon-

odromy action. Choose a smooth loop l ⊆ UW based at v0, then by restricting to a

small segment li contained in a small open neighborhood Ui of UW over which the fam-

ily {W
⋂
Hv}v∈UW

is C∞ trivial, we can fix a uniform Lefschetz pencil for all (n − 1)-folds

Wv = W
⋂
Hv for v ∈ li and the family UWv varies smoothly, so the tube map (6.7) is

locally trivial. It follows that the image of the Tube map on UW is a sub-local system of

Hn(Wv,Z)van. Finally, as we have explained, the vanishing cycle is conjugate to each other,

together with Zariski’s lemma (so it doesn’t matter the choice of base point and Lefschetz

pencil), so this sub-local system UW has trivial monodromy.

6.3 Cubic Threefold Again

Recall that we already proved Theorem 6.1.2 for cubic threefold in Theorem 4.7.4. Here

we will provide alternative proof.

Proposition 6.3.1. Theorem 6.1.3 is true for d = 3.

Proof. By Lemma 6.2.1, it suffices to prove the tube mapping (6.7) is nonzero.
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By restricting the 72-to-1 cover Tv → Osm (4.8) to the Lefschetz pencil L, we get a 72-to-1

cover πU : Tv(UX) → UX between affine curves. Since the local monodromy has order two,

the preimage of a puncture disk ∆∗ ⊆ UX is a disjoint union of puncture disks ∆∗
i , with

πU : ∆∗
i → ∆∗ either 2-to-1 or 1-to-1. By filling in the holes, we can compatify Tv(UX) to a

proper smooth curve C over L branched over L\UX (or a consequence of Proposition 3.2.2).

Moreover, the (topological) Abel-Jacobi map Tv(UX) → JX extends to f|C : C → JX,

which is a finite map [19]. Now the induced map between fundamental groups

(f|C)∗ : π1(C, ∗)→ π1(JX, 0) = H3(X,Z) (6.8)

is nonzero, otherwise, f|C factors through the universal cover C5 → JX. But any holomor-

phic map C → C5 is constant, due to the maximal modulus principle, so f|C is a constant

map, which is a contradiction to the fact that it is finite.

6.4 Degeneration of Dual Varieties

In this section, we digress to discuss dual varieties in families, with general fiber smooth

and the central fiber normal crossing. We would like to explore the concept of the "dual

variety in the limit" to prove Lemma 6.4.2.

Let Xd be a degree d ≥ 2 smooth hypersurface of Pn+1 defined by Fd; Xd1 , Xd2 be smooth

hypersurfaces of degree d1 and d2 respectively defined by Fd1 and Fd2 , with d = d1 + d2.

We require Fd, Fd1 , Fd2 to be general, so that their common zero locus is a complete

intersection. Besides, by Bertini’s theorem, Fs := sFd+Fd1Fd2 is smooth for s ̸= 0 when |s| is

small enough. So for such s ̸= 0, there is a dual map on smooth hypersurface Xs := {Fs = 0}

Ds : Xs 7→ (Pn+1)∗

x 7→
(∂Fs
∂x0

(x), ...,
∂Fs
∂xn+1

(x)
)
, (6.9)
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with ∂Fs

∂xj
(x) = s∂Fd

∂xj
(x) + Fd2

∂Fd1

∂xj
(x) + Fd1

∂Fd2

∂xj
(x), j = 0, ..., n+ 1 by direct computation.

The image (Xs)
∗ is called the dual variety of Xs and it is well known that it is a hy-

persurface of degree m = d(d − 1)n in the dual space. So this defines a rational section µ

on the sheaf Sm(V ∗) ⊗O∆ over ∆ which has possibly a pole along s = 0 where V = Cn+2,

but by multiplying by a suitable power of s, we can assume the section µ is regular and

µ(0) ̸= 0. This will not change the defining hypersurface in projective space, so it defines a

hypersurface.

Definition 6.4.1. Define (X0)
∗ to be the projective hypersurface {µ = 0} ⊆ (Pn+1)∗ and call

it the dual variety in the limit associated to the family sFd + Fd1Fd2.

X∗
0 is reducible since it contains dual variety of Xd1 and dual variety of Xd2 . However,

since the dual family {X∗
s}s∈∆ is flat, the degree of X∗

0 should equal to degree of X∗
0 , but

a simple count shows that d(d − 1)n > d1(d1 − 1)n + d2(d2 − 1)n so there should be more

components in X∗
0 . In Appendix A, we find other components components explicitly.

Finally, we will prove the following:

Lemma 6.4.2. By shrinking ∆ to a smaller disk, {Ht} is Lefschetz pencil for all Xs with

s ∈ ∆. In other words, we can choose a line L ⊆ (Pn+1)∗, such that L is transverse to all

X∗
s . For s = 0, this means being transversal to each component of X∗

0

Proof. This argument is based on continuity. First, we choose L to be transverse to X∗
0 ,

then we show that it is transverse to all Xs up to shrinking to a smaller disk.

When s ̸= 0, the dual variety X∗
s is an irreducible hypersurface of (Pn+1)∗, defined by a

single homogeneous polynomial {Gs = 0} varying continuously with respect to the parameter

s.

Then the dual variety in the limit X∗
0 := {z|G0(z) = 0} is defined by G0 := lims→0Gs.
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By assumption, L is disjoint from the singularities Sing(X∗
0 ), so there is an open neigh-

borhood U of Sing(X∗
0 ) in (Pn+1)∗ such that U

⋂
L = ∅, so by continuity, we can choose

∆ small enough so that Sing(X∗
s ) ⊆ U for all s ∈ ∆. Therefore, L intersect X∗

s along the

smooth locus (X∗
s )
sm for each s ∈ ∆.

Let {p1, ..., pk} be the set of points of L ∩ X∗
0 . Let

∑n+1
i=0 a

j
iwi = 0, j = 1, ..., n be

n hyperplanes in (Pn+1)∗ whose common zero loci is the line L, where w0, ..., wn+1 is the

coordinate on the dual space. So by the transversality assumption, the tangent vectors(
∂G0/∂w0(pi), ..., ∂G0/∂wn+1(pi)

)
is not contained in the span of the three hyperplanes. In

other words, the matrix M(s, w) is of full rank at s = 0, w = pi, for i = 1, ..., k, where

M(s, w) is the (n+ 1)× (n+ 2) matrix

M(s, w) =


a10 a11 · · · a1n+1

· · · · · · · · · · · ·
an0 an1 · · · ann+1

∂Gs

∂w0
(w) ∂Gs

∂w1
(w) · · · ∂Gs

∂wn+1
(w)

 .

Again by continuity, M(s, w) will remain to be of maximal rank for s ∈ ∆ and w ∈ Ui

for ∆ small open neighborhood of 0, and Ui small open neighborhood of pi. Finally, we can

shrink ∆ so that for each s ∈ ∆, the intersection L
⋂
(X∗

s )
sm is contained in

⋃
i Ui. Therefore

P1 is a Lefschetz pencil for all s ∈ ∆.

6.5 Deforming of Vanishing Cycles

Recall that in the previous section, we associated the family of hypersurfaces of degree d

a family of dual varieties

f :
⋃
s∈∆

X∗
s → ∆
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with X∗
0 as limit of dual variety nearby, which contains X∗

d1
as an irreducible component

(where we assume d1 is the degree at least two factor). Also, we chose a general pencil

L ⊆ (Pn+1)∗ intersecting transversely to X∗
s for all s ∈ ∆.

Choose a point p ∈ L
⋂
X∗
d1

, so in particular, p is a smooth point of Y ∗ and away from

other components of X∗
0 . By inverse image theorem, up to shrinking to a smaller disk, we

can find τ(s) ∈ L varying differentiably with respect to s ∈ ∆ such that τ(s) ∈ L
⋂
(X∗

s )
sm

and τ(0) = p.

In other words, τ defines a C∞ section whose image lies in the smooth part (X∗
s )
sm and

additionally τ(0) ∈ (X∗
d1
)sm.

⋃
s∈∆X

∗
s (Pn+1)∗ ×∆

∆

f
τ

c

This gives a family of hyperplanes Hτ(s) which are tangent to Xs and Hτ(0) is tangent to

Xd1 and the singularity on the hyperplane section has nondegenerate tangent cone. Choose

a constant section c, where c ∈ (Pn+1)∗ \X∗
0 is close to τ(0) so that there is a local vanishing

cycle α ∈ Hn−1(Xd1

⋂
Hc,Z)van which specializes to the node as Hc specializes to Hτ(0).

Now up to shrinking to a smaller disk of ∆ containing 0, there is a vanishing cycle αs ∈

Hn−1(Xs

⋂
Hc)van which specializes to the node as Hc specializes to Hτ(s).

The goal of this section is to prove the following (imprecise) statement:

The vanishing cycle is on the hyperplane section Hc is a trivial family over ∆. (6.10)

Note at the same time section τ gives a nodal locus via dual correspondence.

We take τ(0) ∈ Xd1 ⊆ Pn+1 which is not on the base locus of ∆-pencil, i.e., not on

Xd1

⋂
Xd, so if we take a small polydisk D containing τ(0) so τ(s) ∈ D when s is small.
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Also we require D to stay away from base locus, then D can thought as living in the total

space X . We can choose affine coordinate x1, ..., xn, t where t corresponds to the pencil L.

Recall that Fs = sFd+Fd1Fd2 to be the homogeneous polynomial varying in s, so restriction

of Fs to a fixed t is the equation of the hyperplane section Xs

⋂
Ht. For each s ∈ ∆, we

denote τ(s) = (xs1, ..., x
s
n, t

s) the nodal locus, i.e., the hyperplane section Xs ∩Ht−ts has an

ordinary node at τ(s). Since ∂Fs/∂t(τ(s)) ̸= 0, the implicit function theorem says that there

is a smooth function fs(x1, ..., xn), such that

Fs(x1, ..., xn, fs(x1, ..., xn)) ≡ 0.

Moreover fs is holomorphic function in x1, ..., xn and is analytic with respect to the

parameter s. There is a power series expansion

fs(x1, ..., xn) = Qs(x1 − xs1, ..., xn − xsn) + higher powers,

where Qs is a nondegenerate quadric form.

Now by a parametric version of the holomorphic Morse lemma, we have

Claim 6.5.1. There is an analytic change of coordinate x′1, ..., x′n such that

fs(x
′
1, ..., x

′
n) = x′21 + · · ·+ x′2n .

Moreover, the coordinate change depends analytically with respect to the parameter s.

This implies the following result, which is a precise statement of (6.10):

Corollary 6.5.2. There is an analytic isomorphism

D
∼=−→ {x′21 + · · ·+ x′2n = t} ×∆

preserving projection to ∆.
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Before we end the section, we prove a lemma that will be used later.

Lemma 6.5.3. In the fixed t-pencil L in the Lemma 6.4.2, there exists a connected analytic

open subset obtained U ⊆ L by removing finitely many closed disks from L, such that

(i) c (defined ealier in this section) is contained in U , and

(ii) for all s ∈ ∆∗, and t ∈ U , Ht ∩Xs is smooth, and

(iii) for each t ∈ U Ht

⋂
Xdi and Ht

⋂
Xd1

⋂
Xd2 is smooth.

Proof. Since the interesection points of the pencil and the dual variety L
⋂
X∗
s varies con-

tinuously, so for each zi ∈ L
⋂
X∗

0 , there is a small disk Dzi ⊆ L centered at zi, such that

the intersection of
⋃
s∈∆ L

⋂
X∗
s ⊂

⋃
iDzi .

6.6 Proof of Theorem 6.1.3 for Quartic Threefold

In this section, we will prove Theorem 2 for quartic by degenerating it into a union of

the cubic threefold Y and a hyperplane P in P4, where Y and P intersect transversely.

More precisely, let FX , FY and FP be general homogeneous polynomials of degree 4, 3 and

1 respectively, and the one dimensional of a quartic is

X = {sFX + FY FP = 0} ⊂ ∆× P4, (6.11)

with s ∈ ∆ a small disk centered at 0 ∈ C, special fiber Y ∪P and general fiber a smooth

quartic 3-fold. By Bertini’s theorem, we can choose the disk small enough so that s = 0 is

the only singular fiber.

Xs is used to denote the quartic threefold given by the equation {Fs = FX +FY FP = 0}.

Also, by Lemma 6.5.3, we have an open subset U ⊆ L such that it contains a base point c

where the vanishing cycle on the hyperplane section Xs

⋂
Hc deforms trivially as s varies in

∆. Moreover, Ht

⋂
Xs is smooth for all t ∈ U and s ∈ ∆∗ and all Ht

⋂
Y and Ht

⋂
P
⋂
Y

are smooth.
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According to Clemens’s Degeneration on Kähler Manifolds [18], there is a deformation

retract of Xs onto Y
⋃
P which induces diffeomorphism of Y \ (Y

⋂
P ) into a smooth sub-

manifold X ′
s of Xs (and P \ (Y

⋂
P ) into a smooth submanifold X ′′

s of Xs and disjoint from

X ′
s). So to guarantee that the 3-cycles in the image of the tube mapping T can be deformed

to nearby quartic, we have to make sure both the vanishing cycle α and those 3-cycles

transported along loops γ which fix α are all supported in Y \ (Y
⋂
P ).

Now, since one can inductively degenerate Xd to Xd−1 and a smooth hyperplane P

intersecting transversely, and by Lemma 6.2.1, the proof of Theorem 6.1.3 reduces to prove

Proposition 6.6.1. The tube map (6.7) of quartic threefold X is nonzero.

6.6.1 Terminologies

In this section, we will introduce some terminologies on the tube mapping on an open

submanifold of a (possibly singular) variety.

Let M be a n-dimensional smooth subvariety of PN , and let L = P1 be a pencil of

hyperplanes in PN in general position. Denote U ⊆ L as the set of points corresponding to

the hyperplanes that are not tangent to M . Consider the incidence variety

M̃ := {(x, t) ∈M × U |x ∈M
⋂

Ht},

together with projections

M̃ M

U

σ

π

π is proper submersion, so it is locally trivial thanks to Ehresmann’s theorem.
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Let t0 ∈ U be a fixed base point and α ∈ Hn−1(M
⋂
Ht0 ,Z)van a vanishing cohomology

on the hyperplane section and γ : [0, 1] → U with γ(0) = γ(1) = t0 be a loop based at t0

satisfying [γ] · α = α in Hn−1(M
⋂
Ht0 ,Z) as monodromy action. So the trace of α along γ

defines is an integral n-cycle Aα,γ on M̃

Definition 6.6.2. Call Aα,γ ∈ Hn(M̃,Z) the tube mapping associated to the pair (α, γ).

So σ(Aα,γ) defines a primitive class in Hn(M,Z)prim which is the Tube mapping in the

sense of [50].

More generally, we can consider tube mapping supported in an open submanifold if

Ehresmann’s theorem still holds. More precisely, let M◦ ⊆ M be an open submanifold

and M̃◦ the set of pairs (x, t) with x ∈ M◦⋂Ht. Assume that the restriction of π to

π|U : M̃◦ → U is C∞ locally trivial, i.e., for each t ∈ U , there is an open subset V ⊆ U and

a fiber preserving diffeomorphism

π−1(V )
⋂
M̃◦ (π−1(t)

⋂
M̃◦)× V

V

∼=

π

Assume additionally that the monodromy action identity [γ]·α = α holds inHn−1(M
◦⋂Ht0 ,Z).

Then the trace of α along γ is a n-cycle on M̃◦.

Definition 6.6.3. We call Aα,γ the tube mapping associated to the pair (α, γ) supported in

M◦.

In what follows, we will show for cubic 3-fold, and hypersurface 3-fold of higher degree,

such open submanifold M◦ exist (and in fact diffeomorphic to each other), which support a

certain amount of 3-cycles arising from such pairs (α, γ).

175



6.6.2 Proof of Proposition 6.6.1

The proof breaks up into several steps.

Step 1. Vanishing cycle on affine complement.

Let Yt = Y
⋂
Ht for t ∈ L, and Vt = Yt \ (Y

⋂
P ) the affine complement. Denote UY ⊆ L

the set of points where hyperplane sections on Y is smooth. We first claim that

Lemma 6.6.4. For any t ∈ UY , the vanishing homology on cubic surface H2(Yt,Z)van is

isomorphic to the image of H2(Vt,Z)→ H2(Yt,Z) induced by inclusion Vt ↪−→ Yt.

Proof. This is a special case of Prop. 7.3 of [30]. Write Pt = Ht

⋂
P the projective 2-plane.

By definition, the vanishing homology H2(Yt,Z)van is the kernel of H2(Yt,Z)→ H2(H2,Z) =

Z induced by inclusion, which is identified with kernel of

H2(Yt,Z)→ H0(Yt
⋂

Pt,Z), α 7→ α ∩ Pt (6.12)

by the intersection pairing on Ht. Now (6.12) fits into the exact sequence

H2(Vt,Z)→ H2(Yt,Z)→ H0(Yt
⋂

Pt,Z),

where the last map factors through Thom isomorphism

H2(Yt,Z)→ H2(Yt, Vt,Z) ∼= H0(Yt
⋂

Pt,Z).

So by exactness, the lemma is proved.

It follows that one can represent a vanishing cycle α by a cycle supported in the affine

complement Vt, and therefore any open subspace of Vt which is deformation equivalent to Vt.
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Step 2. 3-cycles away from hyperplane.

Let U(P ) be a tubular open neighborhood of Y
⋂
P in Y and for t ∈ U denote the

Y ′
t := Yt\U(P ) the submanifold with boundary. The following is a consequence of a theorem

which will be stated in the Appendix.

Lemma 6.6.5. The family {Y ′
t }t∈U is C∞-locally trivial. Namely, for each t ∈ U ′

Y , there is

a neighborhood V of t such that there is a fiber preserving diffeomorphism π−1(V) ∼= Vt × V

preserves inclusion into Yt × V.

This lemma tells us that it makes sense to talk about monodromy of homology on Y ′
t

over the base U . We are going to show that the monodromy of the vanishing cycle on the

open part Recall UY ⊆ L is the set of points where hyperplane sections on Y are smooth,

and U ⊆ L is obtained by finitely many small disks centered at L
⋂
X∗

0 , so in particular,

U ⊆ UY . Choose a base point t0 ∈ U (in particular, we choose t0 = c). Our main proposition

in this section will be

Proposition 6.6.6. There are finitely many loops l1, ..., ln ∈ U based at t0 which generate

the fundamental group π1(UY , t0). Moreover, for any vanishing cycle α ∈ H2(Yt0 ,Z)van

supported in Y ′
t0
, the trace of α transported along any (composite of) li, i = 1, ..., n is a

3-cycle in Y \ U(P ).

Proof. Denote p1, ..., pn ∈ L \ UY be the points corresponding Y ′
pi

being homotopic to com-

plement of a smooth cubic curve in a singular cubic surface, and q1, ..., qm ∈ L be the points

corresponding to Y ′
qj

homotopic to complement of a singular cubic curve in a smooth cubic

surface. Now, let the loop li based at 0 be defined as a straight line towards pi, go around

anticlockwise, and go back and stay in U . Then loops l1, ..., ln is a generating set of 3rd

primitive homology on the 3-fold under tube map. Moreover, the closed region bounded by
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any composite of these loops does not contain the point qj, so it does not deposit monodromy

on 1st homology of the cubic curve. It follows from the exact sequence

H1(Ct0 ,Z)→ H2(Y
′
t0
,Z)→ H2(Yt0 ,Z)→ 0,

that the monodromy on the open Y ′
t0

coincides with the monodromy of the compact cubic

surface. In other words, we have a commutative diagram

H2(Yt0 ,Z) H2(Yt0 ,Z)

H2(Y
′
t0
,Z) H2(Y

′
t0
,Z)

γ∗

γ∗

Step 3. Deformation of 3-cycle to nearby quartic.

Based on two steps discussed above, we have

• an analytic open subset U ⊆ L such that all t ∈ U corresponds to hyperplane Ht inter-

secting transversely with Xs for all s ∈ ∆ (when s = 0, this implies Ht is transverse to both

Y and P , moreover Ht

⋂
P is plane transverse to the cubic surface Y

⋂
Ht);

• a base point t0 ∈ U (t0 = c) and a local vanishing cycle α ∈ H2(Y
⋂
Ht0 ,Z)van supported in

the open part Y ′
t0
, and a continous family of local vanishing cycles αs ∈ H2(Xs

⋂
Ht0 ,Z)van;

• a loop γ ⊆ U based at t0 such that the monodromy action [γ] · α = α in H2(Y
′
t0
,Z). So

the associated tube mapping class Aα,γ is supported in Y \ U(P ), whose image is nonzero in

H3(Y,Z).

Our goal is to produce a 3-cycle As in the nearby fiber Xs which is obtained by the tube

mapping of the pair (αs, γ), and As specializes to A0 := Aα,γ. In this section, we will deal

with the construction of As. In the next section, we will construct the family of vanishing

cycles αs on the quartic Xs

⋂
Ht0 .
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Consider the total space of the family of quartic threefolds over a small disk.

X = {(x, s) ∈ P4 ×∆|(sFX + FY FH)(x) = 0} → ∆, (x, s) 7→ s.

The total space is singular along {s = 0, FX = 0, FY = 0, FH = 0}, which is a smooth curve

E of genus 19 in Y
⋂
P .

For the reason of Hodge theory, we want a smooth total space carrying the degeneration,

and the special fiber should be a normal crossing divisor, so the information of weight

filtration will be related to the geometry of the special fiber, so we need to resolve the total

space.

The singularity is a nondegenerate node along a transversal hyperplane, so we can produce

a small resolution on the total space by blowing up threefold in W which contains E. A good

thing for small resolution is that the special fiber will be normal crossing with two components

(comparatively, blowup along E will produce an extra component), so the weight filtration

of the limiting mixed Hodge structure is easy to describe. Since our proof of Proposition

6.6.1 relies heavily on the knowledge of the weight filtration, we prefer a small resolution in

this situation.

To produce such a small resolution, for example, we can blow up P in X . As P is

a divisor, the blowup does not change the X outside the singular locus E. In fact, it

replaces E with a P1-bundle over E. We denote the new total space as W , with projection

W → ∆. So fiber over ∆∗ stays the same as smooth quartic threefold Xs, while the central

fiber is isomorphic to Y
⋃
P̃ , where P̃ is the blowup of P along the curve E. So we write

W =
⋃
s∈∆ X̃s.

Now consider the W̃ = {
(
(x, s), t

)
∈ W ×U |x ∈ X̃s

⋂
Ht} which blows up the base locus

on the pencil P1. So there is a commutative diagram

By taking an open neighborhood U of Y
⋂
P̃ away from the total space W̃ , the map

W̃ \ U → ∆ × U is a submersion. By composing with projection ∆ × U → ∆ and up to
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W̃ W

Z ∆× U X

∆

q

π

shrinking to a smaller disk of ∆ containing origin, the fiber of W̃ \ U → ∆ has two disjoint

components W̃ ′
s and W̃ ′′

s . On the special fiber, W̃ ′
0 (resp. W̃ ′′

0 ) is blowup along base locus of

open submanifold of Y (resp. P̃ ) away from Y
⋂
P̃ . We denote Z the union

⋃
s∈∆ W̃

′
s and

denote q the projection of Z to ∆× U and π to ∆, respectively.

Claim 6.6.7. Both q and π are C∞-locally trivial.

Proof. By considering the closure Z̄ of Z inside W̃ and extending the two projections to

Z̄
⋂
π−1(∆) are both proper and submersive along the boundary and interior, so it satisfies

the assumption of Theorem B.0.1 in the appendix, so both q and π are C∞-locally trivial.

Proposition 6.6.8. Up to shrinking to a smaller disk of ∆, there is a fiber preserving

diffeomorphism

ψ : Z
∼=−→ Z0 ×∆

such that πZ0 ◦ ψ(Zs
⋂
Ht) ⊆ Z0

⋂
Ht for all t ∈ U . In other words, the ψ is a trivialization

which preserves hyperplane sections.

Proof. By shrinking U to a smaller open neighborhood U ′ whose closure is contained in U ,

we can find finitely many open covering U1, ..., UN of U ′ and a smaller open disk ∆′ ⊆ ∆

containing origin such that the q map over ∆′ × Ui is a trivial family. In other words, there

is a diagram

where ti ∈ Ui and q−1(Ut) = Z|Ut .
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Z|Ui
(W̃ ′

0

⋂
Hti)×∆′ × Ui

∆′ × Ui

∆′

ψi

∼=
q

π

Denote ψi the trivialization on Z|Ui
. Note that it preserves hyperplane sections. To

construct a trivialization globally on Z, we need to use partition of unity. To be more

precise, let (x1, x2) be a real coordinate on ∆′ and ∂/∂xj, j = 1, 2 a constant real vector field

on ∆′. Pullback to the product (W̃ ′
0

⋂
Ht)×∆′×Ui and then pushforward via ψ−1

i . Now we

get a vector field vij on Z|Ui
whose horizontal part is ∂/∂xj. Now choose a partition of unity

of Z with respect to the open covering Z|Ui
, we get smooth functions fi supported in {Z|Ui

}

such that
∑
fi ≡ 1. It follows that vj :=

∑
i fiv

i
j defines a vector field on Z globally with

constant horizontal part ∂/∂xj. Let ϕv denote the one parameter group of diffeomorphism

generated by a vector field v. This induces a desired fiber preserving diffeomorphism

ψ : Z0 ×∆′ ∼= Z

(z, ax1 + bx2) 7→ ϕav1+bv2(z)

Proposition (6.6.8) above allows us to define a family of 3 cycles Aλ on Zs ⊆ W̃s via the

following way: Denote ψs = ψ(·, s) for s ∈ ∆ the diffeomorphism. Let α be a vanishing

cycle supported on Z0

⋂
Ht0 and γ(0) = γ(1) = t0 be a loop on U satisfying [γ] · α = α and

A0 = A the 3-cycle as tube mapping associated to the pair (α, γ) supported on the open

submanifold Y \ U(P ). Define As := ψs(A) the 3-cycle on Zs ⊆ Xs.

Corollary 6.6.9. The 3-cycles As on Zs ⊆ Xs are Tube mapping associated to a pair (α, γ).
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Now we are ready to finish the proof of Proposition 6.6.1.

Proof of Proposition 6.6.1. As we have shown above, there is a 3-cycle As in the quartic

3-fold Xs for s ∈ ∆ as tube mapping of a pair (αs, γ), where αs ∈ H2(Xs

⋂
Ht0 ,Z)van and

γ ⊆ U is a loop based at t0 which fixes α via monodromy action. So it suffices to show that

As is not a zero class in H3(Xs,Z) for some s ̸= 0.

Recall at the beginning of Step 3, we produce a small resolution on the total space of the

quartic family (6.11) and get a family

h : W → ∆ (6.13)

with W smooth and general fiber being Xs and special fiber being Y
⋃
P̃ .

This is a semistable degeneration, and there is an associated limiting mixed Hodge struc-

ture H3
lim with W3 part contributed by the image of H3(Y

⋃
P̃ ).

Another way to describe theW3H
3
lim = H3(Y

⋃
P̃ ) is by considering the invariant sections

on a local system: Denote h′ : W ∗ → ∆∗ the restriction of (6.13). Then the invariant sections

on j∗R3h′∗Z are identified with points on i∗j∗R3h′∗Z, which are precisely W3H
3
lim.

On the other hand, H3(Y
⋃
P̃ ) fits into an exact sequence

0→ H2(Y
⋂

P̃ ,Z)van → H3(Y
⋃

P̃ ,Z)→ H3(Y,Z)prim ⊕H3(P̃ ,Z)prim → 0.

Since by our construction, the 3-cycle As specializes to A0 contained in Y \ U(P ) via a

family of 3-cycles As defined in the Corollary 6.6.9 above, so A0 is a primitive cohomololgy

class on Y and nonzero, in particular A0 ∈ W3H
3
lim = i∗j∗R

3h′∗Z according to the exact

sequence above, so the 3-cycles As defines a section in

η : ∆→ j∗R
3h′∗Z
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with η(0) ̸= 0. It follows that η(s) is not zero for s ̸= 0 close enough to 0. In particular, for

such s, As is not a zero class in H3(Xs,Z).
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Appendix A: Degeneration of Dual Varieties

A.1 Overview

The motivation of this chapter is the following, consider a family of plane conics Ct =

{xy+ tz2 = 0} ⊂ P2 with t varying in a neighborhood of 0. Then for t ̸= 0, the dual curve is

a smooth conic, but when t = 0, the conic consists of two lines, whose dual is the set of two

points. The dual map on each individual fiber does not need to have the same dimension.

However, if we look at the dual curves C∗
t in family, which is {4tuv + w2} ⊂ (P2)∗ and is a

flat family. Take limit as t → 0, we still get a degree two curve {w2 = 0}. We’d like to use

the second situation to define the dual curve in the limit.

More generally, let Xd be a degree d ≥ 2 smooth hypersurface of Pn+1 defined by Fd;

Xd1 , Xd2 be smooth hypersurfaces of degree d1 and d2 respectively defined by Fd1 and Fd2 ,

with d = d1 + d2.

We require Fd, Fd1 , Fd2 to be general, so that their common zero locus is a complete

intersection. Besides, by Bertini’s theorem, F s := sFd+Fd1Fd2 is smooth for s ̸= 0 when |s| is

small enough. So for such s ̸= 0, there is a dual map on smooth hypersurface Xs := {F s = 0}

Ds : Xs 7→ (Pn+1)∗

x 7→
(∂F s

∂x0
(x), ...,

∂F s

∂xn+1

(x)
)

(A.1)

with ∂F s

∂xj
(x) = s∂Fd

∂xj
(x) + Fd2

∂Fd1

∂xj
(x) + Fd1

∂Fd2

∂xj
(x), j = 0, ..., n+ 1 by direct computation.
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The image (Xs)∗ is called the dual variety of Xs and it is well known that it is a hy-

persurface of degree m = d(d − 1)n in the dual space. So this defines a rational section µ

on the sheaf Sm(V ∗) ⊗O∆ over ∆ which has possibly a pole along s = 0 where V = Cn+2,

but by multiplying by a suitable power of s, we can assume the section µ is regular and

µ(0) ̸= 0. This will not change the defining hypersurface in projective space, so it defines a

hypersurface.

Definition A.1.1. Define (X0)∗ to be the projective hypersurface {µ = 0} ⊆ (Pn+1)∗ and

call it the dual variety in the limit associated to the family sFd + Fd1Fd2.

The purpose of this section is to understand different connected components of (X0)∗

and its corresponding multiplicities.

Theorem A.1.2. The dual variety in the limit (X0)∗ associated to the family {F s = 0}s∈∆

is a reducible hypersurface in (Pn+1)∗. When n = 1, (X0)∗ is a curve with components:

I. dual variety of Xd1 and Xd2, reduced;

II. dual variety of Xd1

⋂
Xd2, each component acquiring with multiplicity two.

When n ≥ 2, (X0)∗ consists of components of type I, II as above, together with

III. dual variety of Xd

⋂
Xd1

⋂
Xd2, reduced.

Moreover if di = 1, then the corresponding component X∗
di

is trivial (dual variety of a hy-

perplane is a point) and the components in (II) and (III) are cones over dual variety in the

hyperplane Xdi.

Example A.1.3. Consider the family of smooth cubic curves degenerate into a conic Q

union a line L intersecting transversely, for an explicit example

F s(x0, x1, x2) = s(x30 + x31 + x32) + x0(x
2
0 + x21 + x22) = 0.

Let (u, v, w) be the coordinates on dual space (P2)∗, then the dual variety in the limit (X0)∗

consists of (1) a conic as dual curve of Q; (2) lines v = ±iw with multiplicity two.
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Since the dual curve of a smooth cubic has degree 6, the decomposition reads 6 = 2+2×2.

Example A.1.4. Consider the family sF5+F3F2 = 0 of quintic surface degenerate to quadric

surface union a cubic surface.

The dual variety in the limit (X0)∗ consists of (1) dual variety of cubic, which has degree

12; (2) dual variety of quadric, which is again a quadric; (3) dual variety of X3 ∩X2, which

has degree 18, with multiplicity two; (4) dual variety of X5

⋂
X3

⋂
X2, which is the set of

hyperplanes through the 30 points, namely union of 30 hyperplanes in (P3)∗.

Since the dual variety of quintic surface has degree 80, the decomposition reads 80 =

12 + 2 + 2× 18 + 30.

A.2 Multiplicity Counting

Assume M,N are complex varieties and are flat over ∆ via f, g. h is a regular map

making the diagram commutes:

M N

∆

h

f

g

Let Z be a component of M0 = f−1(0), let’s assume that h(Z) is a component of N0 =

g−1(0).

The multiplicity mZ of Z is the order of vanishing f ∗t on Z, where t is the local equation

of 0 ∈ ∆. Similarly the multiplicity nh(Z) of h(Z) is the order of vanishing of g∗t on h(Z).

Then by f ∗ = h∗ ◦ g∗, we have the equality

nZ = k ·mh(Z), (A.2)
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where k is the ramification index of h at the component Z, which can be defined as following:

Choose p ∈ Z a general point, and ∆p a holomorphic disk inM which intersects Z transversly

at p, then the restriction h|∆p is a k-to-1 map onto its image.

So we immediately have the following argument:

Proposition A.2.1. If h has ramification index one along Z, then then nh(Z) coincides with

mZ.

A.3 Proof of Theorem A.1.2

We define the total space of family

X = {sFd + Fd1Fd2 = 0} ⊂ ∆× Pn+1 (A.3)

over the disk ∆ with π : X → ∆ the projection map. So the fiber over s is the hypersurface

{F s = 0} and the special fiber F 0 = Fd1Fd2 is reducible. The total space X is singular

along S := {s = 0, Fd = 0, Fd1 = 0, Fd2 = 0} since it has local analytic equation sx+ yz = 0.

There is a commutative diagram

X ∆× (Pn+1)∗

∆

D

π

π1

where D : (s, p) 7→ (∂F
s

∂x0
(p), ..., ∂F s

∂xn+1
(p)) is the dual map on each fiber, which is regular

outside the locus C := {s = 0, Fd1 = 0, Fd2 = 0}.

Identify S (resp. C) with the complete intersection Xd

⋂
Xd1

⋂
Xd2 (resp. Xd1

⋂
Xd2) in

Pn+1. We want to reach a diagram as we discussed in the previous section. To do this, we

need to resolve the singular locus of X and the indeterminacy locus of D. So we blowup X
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along S and then blowup the strict transform of the indeterminacy locus C to get a smooth

total space X̃ with regular dual map D̃, and reach a diagram

X̃

X ′ ∆× (Pn+1)∗

∆

λ
D̃

D′

π′
π1

where π′ is the composite of π and the blowup σ : X ′ →X . We first prove that

Proposition A.3.1. D̃ has multiplicity index one on each component X̃ 0.

Proof. This is due to both π and π1 are projections to the first factors ∆, moreover D is the

identity map on this factor.

Proposition A.3.2. The special fiber X̃ 0 := (λ◦π′)−1(0) has the following irreducible com-

ponents:

I. strict transforms of Xd1 and Xd2, reduced;

II. the exceptional divisor C̃ over the strict transform of C, multiplicity two;

III. the exceptional divisor S̃ over S, reduced.

Moreover, their image under D̃ are corresponding dual varieties of type I-III stated in The-

orem A.1.2.

Proof. It suffices to prove types II and III. According to Proposition 2, it suffices to show

C̃ and S̃ have the corresponding multiplicities, and their image is the corresponding dual

varieties of type II and III.

The local analytic equation of q0 ∈ C in X is,

u = 0, v = 0
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in the hypersurface {sf + uv = 0} ⊆ ∆3
s,u,v × ∆n−1, where f = f(s, u, v) is an analytic

function with f(0, 0, 0) ̸= 0 and the last of n− 1 variables are free. If q0 ∈ C \S, then it has

a neighborhood unaffected by the first blowup σ, so the multiplicity of C̃ is the same as the

multiplicity of the exceptional divisor of blowup of (0, 0, 0) of {sf + uv = 0} ⊆ ∆3
s,u,v, which

is two by straightforward computation.

Now let’s prove the image of C̃ under D̃ is the dual variety of Xd1

⋂
Xd2 . The total

transform of λ has local analytic equation over a point q0 ∈ C \ S

sf + uv = 0 , rank

[
α β γ
u v s

]
≤ 1, (α, β, γ) ∈ P2.

Set β = 1, so αv = u, s = vγ, v(γf + αv) = 0 and the map is

D̃ : (γ, v, α) 7→
(
γ
∂Fd
∂xj

(q) +
∂Fd1
∂xj

(q) + α
∂Fd2
∂xj

(q)
)
j=0,...,n+1

∈ (Pn+1)∗, (A.4)

where the local coordinate of q depends on γ, v, α. As v goes to zero, by equation γf+αv = 0,

γ goes to 0 and we have the dual map on the exceptional divisor

D̃(q0) =
(∂Fd1
∂xj

(q0) + α
∂Fd2
∂xj

(q0)
)
j=0,...,n+1

∈ (Pn+1)∗.

Similarly on chart α = 1. It follows that the image at q0 ∈ Xd1

⋂
Xd2 \X

⋂
Xd1

⋂
Xd2 is

the set of linear combination of normal vectors along Fd1 and Fd2 at q0, which form a Zariski

open dense subset of (Xd1

⋂
Xd2)

∗. This finish the proof of the case II.

In case III (only exist when n ≥ 2), we choose a point p0 ∈ S, then S has local analytic

equation in X

x = 0, y = 0, z = 0

in {sx+yz = 0} ⊆ ∆4
s,x,y,z×∆n−2 where the last n−2 variables are free. Since the exceptional

divisior S̃ = σ−1(S) is generically unaffected by the second blowup λ, the multiplicity of S̃ is
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computed over a general point p0 ∈ S. Again, this multiplicity coincides with the multiplicity

of the exceptional divisor of the blowup of origin of sx+ yz = 0, which is one.

Finally, let’s show that the image of S̃ under D̃ is the dual variety of Xd

⋂
Xd1

⋂
Xd2 .

(By abuse of notation, S̃ is also denoted as its strict transform under the blowup λ.) The

total transform of σ has local equation over a general point p0 ∈ S

sx+ yz = 0, rank

[
α β γ δ
s x y z

]
≤ 1, (α, β, γ, δ) ∈ P3. (A.5)

If we choose an affine chart α = 1, then the equation (A.5) becomes x = sβ, y = sγ, z = sδ

and s2(β + γδ) = 0, so by substitution and scaling in projective coordinate, the dual map

(A.1) becomes

D′ : (s; γ, δ) 7→
(∂Fd
∂xj

(p) + γ
∂Fd1
∂xj

(p) + δ
∂Fd2
∂xj

(p)
)
j=0,...,n+1

∈ (Pn+1)∗ (A.6)

around a point p0 ∈ S and the local coordinate of p depends on s, γ, δ. So (A.6) implies that

the dual map extends to (an Zariski open subset of) σ−1(S) by

S × C2 ∋ (p0, γ, δ) 7→
(∂Fd
∂xj

(p0) + γ
∂Fd1
∂xj

(p0) + δ
∂Fd2
∂xj

(p0)
)
j=0,...,n+1

∈ (Pn+1)∗. (A.7)

Note the map is well-defined on this chart due to the assumption that S is smooth complete

intersection, so three normal directions ∂Fd

∂xj
,
∂Fd1

∂xj
,
∂Fd2

∂xj
are linearly independent. This shows

that the image of S̃ under D̃ contains a Zariski dense subset of (Xd

⋂
Xd1

⋂
Xd2)

∗, so it has

to be the whole dual variety.

Since the dual varieties {(Xs)∗}s∈∆ as we defined in the previous section is a flat family,

so in particular each member has the same degree. In what follows, we will show that the

sum of degree of the components of three types agrees with degree of the nearby fiber. This

proves that (X0)∗ has no other components, therefore will complete the proof of Theorem 1.
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Proposition A.3.3. The following identities holds:

deg(X∗
d) = deg(X∗

d1
) + deg(X∗

d2
) + 2 deg((Xd1

⋂
Xd2)

∗), if n = 1;

(A.8)

deg(X∗
d) = deg(X∗

d1
) + deg(X∗

d2
) + deg((Xd

⋂
Xd1

⋂
Xd2)

∗) + 2 deg((Xd1

⋂
Xd2)

∗), if n ≥ 2.

Proof. First of all X∗
d has degree d(d−1)n, and X∗

di
has degree di(di−1)n, i = 1, 2. So n = 1

case is the consequence of the identity

d(d− 1) = d1(d1 − 1) + d2(d2 − 1) + 2d1d2,

which one can readily check by hand.

For n ≥ 2 case, we need a formula for dual variety of a complete intersection. According

to page 362 of Kleiman’s The enumerative theory of singularities [38], If Y ⊂ PN is a smooth

variety of dimension m with dual Y ∗ being a hypersurface, then deg(Y ∗) coincides with∫
Y
sm(E), with E = N∗

Y |PN ⊗OY (1) where sm is the Segree class and N∗
Y |PN is the conormal

bundle. This uses the fact that the dual variety Y ∗ is the image of PY (E) and deg(Y ∗) is

the (m− 1)-fold intersection of hyperplane class with Y ∗. So we have

Lemma A.3.4. Let Y be a complete intersection of type (d1, ..., dk) of dimension n, so

E = ⊕iOY (1− di) and deg(Y ∗) coincides with the coefficient of hn of the polynomial

k∏
i=1

(1− (di − 1)h)−1

k∏
i=1

di.

Apply the formula to Xd

⋂
Xd1

⋂
Xd2 , which has dimension n − 3, so we get its degree

of dual variety

deg((Xd

⋂
Xd1

⋂
Xd2)

∗) := Nn−3
d,d1,d2

=
∑

i+j+k=n−3
i,j,k≥0

(d1 − 1)i(d2 − 1)j(d− 1)kd1d2d.
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Similarly to the complete intersection Xd1

⋂
Xd2 of dimension n − 2, the degree of its dual

variety is

deg((Xd1

⋂
Xd2)

∗) := Nn−2
d1,d2

=
∑

i+j=n−2
i,j≥0

(d1 − 1)i(d2 − 1)jd1d2.

So the proof of Corollary A.3.3 reduces to show the equality

d(d− 1)n = d1(d1 − 1)n + d2(d2 − 1)n +Nn−2
d,d1,d2

+ 2Nn−1
d1,d2

(A.9)

We prove by induction on n. The base case is n = 2, one readily check the following identity

holds

d(d− 1)2 = d1(d1 − 1)2 + d2(d2 − 1)2 + 2(d1 + d2 − 2)d1d2 + dd1d2.

We want to show the equality (A.9). By assuming the equality is true for n− 1 case, so

we have

d(d− 1)n = d(d− 1)n−1(d− 1) = [d1(d1 − 1)n−1 + d2(d2 − 1)n−1 +Nn−3
d,d1,d2

+ 2Nn−2
d1,d2

](d− 1)

= d1(d1 − 1)n + d2(d2 − 1)n + d1d2[(d1 − 1)n−1 + (d2 − 1)n−1] + (d− 1)(Nn−3
d,d1,d2

+ 2Nn−2
d1,d2

).

So it reduces to show the equality

Nn−2
d,d1,d2

+ 2Nn−1
d1,d2

= (d− 1)(Nn−3
d,d1,d2

+ 2Nn−2
d1,d2

) + d1d2[(d1 − 1)n−1 + (d2 − 1)n−1],

which is a consequence of identity (d− 1)Nn−3
d,d1,d2

= Nn−2
d,d1,d2

− dNn−2
d1,d2

with direct compu-

tation. This finishes the proof.
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Appendix B: A Theorem in Differential Topology

Theorem B.0.1. (Ehresmann’s theorem for manifolds with boundary) Let M be a smooth

manifold possibly with boundary, and B is a smooth manifold such that ∂B = ∅. Let π :M →

B be a proper smooth map such that the restriction to the interior π|M◦ and restriction to

the boundary π|∂M are submersion, then M is locally trivial over B, that is, for each b ∈ B,

there exists an open neighborhood U of b such that there is a diffeomorphism

Ψ : π−1(U) ∼= M0 × U

such that π = p2 ◦Ψ, where M0 = π−1(b) and p2 is the projection to the second factor.
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